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ABSTRACT

The report is concerned with the development of an on-line

information storage and retrieval system for the Rome Air Development

Center. It is deeply concerned with automatic document classification,

interactive retrieval and the problems peculiar to the automated

processing of large document collections. In the light of the requirements

to be met, a report on existing applicable techniques is made. This is

followed by a description of other methods, developed specifically

for this project. Finally, the system design is presented to a detailed

level.
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SZCTIGN I

INTRODUCTION

In the field of mechaniz.d Lnformation storage -nd retrieval

there are many challenges- ongoing research ar-d develop'nent continually

advance the state of the art. Three areas in particular are relevant to

this report: automatic document clasaification, interactive retrieval and

the problems peculiar to automa, ted processing of large document collec-

tions.

This is an interim report on the development of an on-line

f!fornation storage and retrieval system for the Rome Air Development

Center, a system deeply involved with the three areas mentioned above.

Of first concern is the recognition of the requirements. In light of the

requirenents to be met, a report on existing applicable techniques is made.

This is followed by a description of other methods, developed specifically

for this project. Finally, the system design is presented to a detailed

level.

L 1 The Need for Automatic Processing

It is not necessary at this point to enter into a discourse on

the "information explosion" that is taking place in government, the military

services, and industry. It is sufficient to note that a great need exists for

the efficient and effective storage and retrieval of information, and that new

meathods are required both because of the problem of classifying large

numbers of documents and the difficulties encountered in retrieving from

large data bases with acceptable precision and recall. A good summary of

some problems encounte-ed in manual indexing and thesaurus generation

'has been made by Dermis, who in part stated:*

*Reference (14f, page 68.
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1) Cost analysis of any existing manual or computer-
aided manual system always showed that the significant
part of the budget went to the huran editors, indexers,
abatractors, thesaurus builders, classifiers, or query
formulators required to make the system run. This
observation has two implications.

a) These systerms cost too much.

b) If there really is an information explosion, we
are on a self-defeating course. Budgets reflect
demand for labor, and the obvious end is that
which the Telephone Company saw a few years
back when they decided to go to the dial system
because otherwise, in the rather near future,
everybody in the country would be employed as a
telephone operator.

2) Indexing is a monotonous and frustrating job.

3) It is more satisfying to obtain information from the
horse's mouth than through an intermediary.

Expanding on Dennis' second point, good manual indexing

requires good indexers--and such persons are both scarce and expensive.

Indexing is not an occupation with wide appeal. Personnel problems are

compounded in certain military situations, where changes in assignments

can make the establishment of a competent indexing staff extremely difficult.

The third point does not necessarily reject all manual indexing,

but points out that (algorithmic) automatic indexing is necessarily consistent.

So the size of collections presently being encountered, their

growth rate, the scarcity of competent indexing personnel and the cost of

manual indexing have promoted the search for automated methods of

document classification for retrieval (47). This includes not only the actual

indexing of documents, but the development of thesauri. Naturally, the

development of new retrieval techniques is intimately linked with work in

classification methods.
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I. 2 Present Technology

It is the purpose of this section to review briefly some

of the developments in the field that are relevant to the present effort.

The present section is introductory in nature; detailed technical examination

is deferred to Chapter I.

A recent survey made by the National Science Foundation (37)

shows 118 automated information systems in use, including those simply

processing accession lists and performing similar elementary functions.

Ninety-eight systems process information retrieval queries, but most. of

these are batch oriented. Batch information retrieval systems are useful

in many applications, but they la.ck the very important characteristic of

rapid turnaround. Tremendous power is gained when the user is allowed to

query, inspect results and reformulate his query interactively. This

constitutes a simple form of "browsing" in the document collection, and

results in the effect called "convergence to high relevance retrieval" by

Landau (26).

I. 2.1 On-Line Systems

Batch system queries are frequently written by a system

"expert", who interprets the information requests submitted by system

users. But in interactive systems, the user himself formulates queries

and operates the system. Therefore, for successful operation, the on-line

dialogue must be easy and natural to use.

A user must be able to concentrate on the problems of

retrieving information, and not be required to second-guess the designers

of the system. Users with differing levels of familiarity are to be'expected;

the inexperienced user is to be lead through the system step-by-step, while

the experienced user should be.able to exercise a great deal of flexibility

in employment of the system. Indeed, the messages from the user to the

system should be terse for the experienced user and more verbose and

tutorial for the neophyte.

1-3



Much work has been done in the development of on-line

systems, and additional background is provided in Section I. 4, where several

such systems are briefly described. But all of these systems retrieve

by means of simple coordinate indexing, and various embellishments on it.

* Consider the additional power of an on-line system if the user is given

the ability to locate documents that are in some way like a known document.

This can be illustrated by considering the problem of finding documents

in the stacks of a conventional library. Suppose that one could only request

documents by their classification numbers, and that one were not allowed

to enter the stacks. Depending on the user's familiarity with the classification

system and with the document collection, he might or might not be able to

retrieve all the documents relevant to his needs.

Now, if the user can enter the stacks of the library and

browse about, his chances of finding useful documents are increased.

They are likely to be physically near the documents specified initially

(and, of course, may include those documents). The hierarchical

classification scheme of the library has been mapped into one-dimensional

space: the ordering of the books in the stacks. An on-line system can

be built in such a way that the user is free from the constraints of a

space of limited dimensionality, and can search for documents "like"

a given document. This is known as document-document searching,

and is analogous to browsing in a library where every intellectual area

(or "concept") corresponds to a different dimension.

Experimental, batch systems using this type of searching

have been built, but this capability has not yet been placed on-line. Based

on methods proposed by Salton and others, it is now technologically feasible

to implement these techniques on-line. Indeed, the system whose design

is the subject of this report permits the user to search in this and other

manners.
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I. 2.2 Statistical and Associative Techniques

At this point, it is useful to look at the development of some

applicable techniques and to consider document-document searching in

slightly more depth. Since much of the present development has its roots

in Salton's SMART experiments (40, 41, 42, 43, 44) it is perhaps best

to remove any confusion arising from his terminology. The casual reader

of the SMART literature might believe h there exists a single SoTART

system, some fixed entity for information storage and retrieval. Doyle (15)

points out that this is not so:

The word "system" is misleading. It is really
a chemistry laboratory for retrieval principles
and procedures, in which anything someone might
advocate elsewhere can be quantitatively studied,
individually or in combination with practically
anything else. It is a tour de force in experimentation
in the documentation area, the like of which is seldom
seen.

Consider now the central problem of information retrieval.

Using the term "descriptor" in its broadest sense, the problem is that

of retrieving data categorized by one or more descriptors. These

query descriptors may be related by logical operators, such as the

typical "and", "or", and "but not" found in on-line coordinate retrieval

systems. Statistical weighting of the query descriptore is also possible.

In either case, it is frequently possible to rank the material retrieved

for closeness of match to the query.

Associative and statistical methods may be used to develop

a thesaurus of words used to characterize documents. It is interesting,

and illustrative of the development of the state of the art, to trace the

growth of one such cechnique. Given the problem of automatically

determining descriptors for data consisting of English text, Luhn (33)

proposed selecting those words falling in the middle part of the rank-
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frequency plot. This suggestion, made in 1958 in connection with automatic

abstracting, is based on the thought that words of relatively high or low

frequency are less useful in terms of resolving power. Seven years later,

in connection with legal information retrieval, Dennis (14) obtained

some success using a more sophisticated statistical measure. This measure

is a iunction not only of irequency, bat oi uniformity of distribution. Theo-

retical considerations on a somewhat more sophisticated algorithm were

published by Stone (49) and Stone and Rubinoff (50) in 1968. During this

period, Stiles (48) and others were working on association factors relating

word pairs.

The generalization from the use of words to word-root forms,

or stems, is an obvious one in such work. Less obvious is the use of

generalized descriptors, or concepts, rather than words or word-roots

only. A concept is simply any attribute of some part or parts of the data

base that is useful in discriminating between parts of the data base for the

purposes of retrieval. In the present application, documents are such
"parts". So a simple thesaurus term is a concept. In order to characterize

a collection or data base, a set of concepts may be selected manually

or by automatic means. For instance, in the case of a document file,

concepts could be the words of 'significant resolving power" as determined

by one of the automatic means outlined above. (It should be noted that

characterization of a iarge data base containing diverse files is

sometimes best accomplished by the use of two or more sets of concepts.)

Every document can be described by a concept vector. The

simplest such is the binary vector, where it is indicated that a concept

simply is or is not present in the data record. More sophisticated is the

weighted concept vector, where a number (generally in the range between

zero and one) indicates the degree to which each concept is present. * V
Since-the vectors are sparse and of high dimensionality, practical con-

siderations generally dictate that elements equal to zero not be stored.
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Of what utility is this approach? Each document is characterized

by a vector, whose dimension is equal to the total number of available

concepts and whose elements are concept weights or binary concept existence

indicators. But any query addressed to the system also possesses a concept

vector, and statistical matching of that query concert vector with the docu-

ment concept vectors produces, for every document, a numeric measure of

its relevance to the query. Additionally, given a document of interest, its

concept vector may be used like a query concept vector in order to retrieve

like documents.

Much experimental work using the concept vector approach has

been performed by Salton and othezs for batch-oriented retrieval applications.

But when on-line retrieval is involved, the statistical matching of a query

vector against all document vectors may involve an amount of computing

which is simply out of the question. Each comparison involves computing

some measure. frequently the cosine of the angle between the two vectors.

F,)r this and other reasons, clustering of the collection of data into groups
(which may or may not be overlapping) may be required. Clustering also

aids in a "browsing" type of search.

In order to illustrate clustering, consider a library in which

each book is arsigned a classification number (Universal Dewey Decimal,

Library of Congress, etc. ). This number identifies the book uniquely, and

contains some information on the contents of the book. Although the number--

at a minimum- -identifies the position of the book in some two-dimensional,

planar tree-structured hierarchy, the books are traditionally placed in the

physical stacks in a one-dimensional ordering. If the collection is small

enough, one can browse with limited success by examining the neighbors of

a known "good" book in one-dimensional shelf ordering. And one can

save time by going directly to the area in which books of interest are likely

to be found. But, clearly, a book well described by two different content

codes can be in only one physical location.

I-7



Conceptually, the location of a document in concept vector space

is the tip of its vector. Since the dimensionality of the space is equal to the

number of concepts, similar documents become neighbors. The user, then,

strolls through a hyperdimensional library in his browsing activities.

But there is another, more practical reason for placing like

data records together. Once the general identity of a cluster is established

in order to satisfy a query, the number of cosines that have to be computed

is simply the population of the cluster, not the entire data base. Frequently

this reduction in real-tine computing is not just convenient--it is necessary.

1.3 Summary

As the preceding section shows, the development of on-line

information retrieval systems and information processing techniques has

reached a relatively advanced state*. But most present on-line systems

rely on various embellishments of coordinate indexing, range searching,

and the like. In terms of actual operating retrieval systems, the more

advanced syntactical and statistical schemes have been mechanized in the

batch environment, using rather small data bases.

Several topics are of great interest 4n tWe context of the On-

Line System to be developed for the Rome Air Development Center. The

use of concept vectors for document characterization and retrieval is one,

and in connection with it is the automatic determination of concepts.

Clustering enters into the system in two ways: the clustering of documents

for rapid search of a large collection, and the clustering of word roots into

concepts. The statistical methods described in this chapter are important

in the selection of word roots that are most useful in charactcrizing documents

for retrieval. Morphological analysis must be used in order to determine

the word roots, given the words.

* For the interested reader, a brief description of several existing on-
line systems' salient characteristics is presented in the next section of
this chapter.
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Both conventional and document-document searching are

desirable, under control of a processor for man-machine dialogue. The

dialogue should be of sophisticated design, anticipating both the naive and

the sophisticated user. The present state of the art provides a good founda-

tion ior this design task.

L 4 Additional Background Information: Existing On-Line Systems

Early systems tended to allow very complicated Boolean com-

binations of search terms, perform the retrieval and then query the

user n'the categories of retrieved information to be displayed. If the

user wanted to modify his query, he had to return as if he were starting

an entire new query. As system designers became more familiar with

utiliz-tion of interactive communications, a trend away from this became

evident. The initial query now tends to be simplier, consisting primarily

of a request composed of logical unions and intersections- -primarily the

former. Then the user is told how ,nany documents were retrieved

(sometimes on a basis of "hits" on each of the terms). He may then per.

form repeated intersectionb wiih additional terms. This process is called

qualification; it allows the user to start with a retrieval of high recall but

low precision, and then increase the precision.

Only one type of ranking in such Systems--the identification of

relative relevance of retrieved documents--exists. It Is obtained from a

tally of the number of elements of "or" clauses retrieving each document.

1-9



Most such systems rely on manual indexing of documents,

and retrieve on descriptors. Some allow the use of an on-line thesaurus;

some also allow retrieval by title or author's name. A few allow searching

on partial words and word phrases. Thua, most present on-line systems

rely on manual indexing (except for title and author information) and perform

retrieval based on logical connectives. Except for thesauri, little is

dane to assist the user with synonym problems.

One approach to reducing or eliminating the need for manual

indexing is the automatic generation of inverted files for much of the

document text. For a large document collection, this requires a great deal of'

storage, such as is available in Data Cell-type devices. But unless a

manually generated, automatic synonrm dictionary is used, recall is de-

graded. Similarly, one might expect that such a "scattershot" approach

would make precision difficult to control.

Typically, the man-machine dialogue in such retrieval systems

s available in two or three forms. The inexperienced user needs rather

verbose machine messages, providing cues and being somewhat tutorial

in nature. As his familiarity with the system grows the reading of

such material becomes more of an annoyance than an aid, so a more terse

dialogue is req .ired.

By way of continuing this review of present on-line systems,

five mpecific examples are considered briefly below (1, 4, 18, 19, 36, 52).

1.4.1 DIA LOG

DIALOG is a proprietary product of the Information Sciences

group of the Lockheed Palo Alto Research Laboratory. It operates on 360/

30 computers under DOS, and can handle from five to ten CRT terminals.

Either CCI or IBM 2260 displays may be used, and each station alaohas

a remote printer. The rais storage device is Data Cell.

I-10
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Inverted files are maintained on all fields and values for

searching, but the data base can be updated only in a batch mode. Only

Boolean searching is permitted, although nesting is available indirectly.

DL LOG makes a very intereating use of the special character

(upper case figure) keys. These initiate special command functions.

For exaiaple, in order to ifitiate a search, a user enters a single term

(index term, author's name, etc.) and presses the EXPAND key. The

resulting display shows several terms: the one selected and those

immedialely before and after the seiected term in the alphabetical order

of the dictionary. With each term is a temporary number, so that future

references during the retrieval do not require typing of the entire term.

Also with each term is the number of documents to which it is assigned

and the number of related thesaurus terms. The user may then request

to see bibliographic and indexing data for documents, or continue

EXPANDing. If he does the latter, he can view related terma and

thus progress through the hierarchy of the thesa urus, Every term he sees

is idencified by a temporary number, ad at any time he may COMBINE

two terms to generate a new temporary number with which a new set of

documents is associated. The COMBINE operators are union, intersection

and set subtraction. The CRT is used for rapid scanning of terms and

bibliographic data, and hard copy shows the user's commands, the

identifying temporary numbers of the sets they created, and the number

of documents in each set. The li3ts associated with those numbers are

not lost during the "browsing" process, so a user may switch from

examining the documents he has retrieved back to more modification of the

sets being used for retrieval.

1 4.2 Date Central

The Data Corporation, a subsidiary of the Mead Paper Company,

offers Data Central for lease, sale or as a service operating on their com-
puters.
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Data Central, which is a descendant of Recon Central*. operates

on 360/40 computers using DOS and requires Data Cell mass storage. The

designers of Data Central rejected IBM's teleprocessing packages (BTAM

and QTAM) and developed cheir own, called TTAM, foi: Data Central.

Teletypes, IBM consoles such as the 1050, and the CCI-30

CRT displays are used as remote terminals. When CRT terminals are used,

a hard copy printer may be utilized also.

As with most systems, both long and short form dialogue

is available to the user. But even with the long form several conventions

must be mentorized by the user. Data Central-'s greatest advantages

conme from freedom of searching, Both arithmetic and logical cormparibons

may be made, and a "luniversal"l character allows for masked searching.

Files are inverted on the word level, so partial word phrases may be used

to search for the entire phrase. As sentence number and word numbers

are determined, it is possible to search for the-occurrence of words

within a certain distance of each other.

Data Central itllown qualificatior4 that is, reduction of the

number of hits after an initial'query by po.rfcrming adiiitional- interaecvlons.j

The user can back up -in this process if too many hits are deleted, Data

Central performs a very limited stem anaiyss, anid the Data _Corporation-

indicates that s ynonymn dictionary~ lookuR could be added. Presertly beting

developed to. a limited capability to update files on-line by dribble posting
and more sophisticated on-line updating is planned. Extensive diagnostics

are provided for data chetking during batch file buildirig, anid Miulilevel

security classifications ar,' allowed. Output formattin~g is ac<-oinp islead by

user selection of one of seveiral standard formats, and provtsiofts are made

for users to code special formats in CO-BOL for later- belecto±.

*Not to be confuted with NASA's RECON I and PECON II,
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1. 4. 3 Orbit

A proprietary product of the System Developmnent Coroporation,

Orbit has evolved irorn previouz SDS systems: Colex, Curcol, and Circ.

It operates on 360!50 and 360/65 computers under SDC'e ADEPT, and

presently uses disk FiAcks for mass storage. Teletypes, IBM consoles

such as the 1050 and the CCI-30 CRT display are used as9 remote terminals,

but. unlike Data Central, formats have not been designed for convenient

operation of the CCI-30.

The lon- form maai-machine dialogue in Orbit is easy to
learn and use, and shorter forms are availa!ble for the ex~erienced user.

Orbit's primary files are inverted cm the field level, so exact

matches are required and partial ward phrase ceaz-:ching is impossible.ii After a prelkiminary search request, Orbit give,% quite complete data on
the hits caused by the various terms in the query and allows ior extensive

qualification. Should a qualification prove too drastic- deleting desirable

as well as unwanted documents - - the user can revert to the status of

- -retrieval sequence immediately before execution of the last qualification

order.

Orbit has no security features, although ADEPT can provide

them at the file level. Presently, the only on-line fileu~pdate pos sible is

the modification of existin~g records, but more is planned. During bat'-h

file building only limited diagnostics are available.

1. 4.4 TDMS

Another interesting systei-m is dihe TDMS of the System

Development Corporation, which operates under ADEPT on IBM, 360/50
- and 360/65 computers. Disks are utilized for mass storage, and in

addition to Pa CRT console the available terminal devices include the

IBM 2741 teleprinter, Teletype model 33 and model 35. TDMS is descended
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from LUCID, but includes hierarchical file structuring. Most of the comments

here also apply to RFMS, which is to a great degree a reprogramming of

TDXI for the CDC 6600 by the Computation Laboratory of the University

of Texas.

TDMS is somewhat like an information retrieval syctc' and

somewhat like a data management system. Emphasis away from informa-

tion retrieval in its usual sense is illustrated by the fact that some of the

last features planned for inclusion in TDMS include keyword searching and

a data format for text. On the other hand, the use of inverted lists,

chained in an elaborate hierarchy, and the fact that the system is operated

on-line make it look like an information retrieval system. But TDMS can

do much more than retrieve--it ian perform elaborate processing and

manipulation of data.

Access security exists, but only at the file level. Files may

be built, modified and deleted on-line, and it is possible to obtain an audit

trail. An on-line tutorial is available at any time for the user who gets

"lost" in his processing.

1.4.5 CCA 103

The Computer Corporation of America has a system known

simply as "103". The CCA 103 operates under DOS on IBM System/360

computers, utilizing IBM 2260 cathode ray tube display consoles. These

displays have keyboard input but there is no provision in this system for a

local printer. Convenient features of the system include a "hurry mode",

in which documents stream through the display at about human reading

speed, and a provision to hold the past twelve screen loads in case the user

wants to back up. Additionally, temporary files are held so that a user

may reuse or modify a previous inquiry. Queries can include only the
operators jad or, not, .andL but nesting is permitted. About the only

arithmetic operation available is hit count determination. On line file

modification is possible. File addressing is accomplished by hash coding

on selected file contents.
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1.4.6 MSISL

The Moore School Information Systems Laboratory* system is,

like SMART, an experimental test bed. Unlike SMART, it is used exclusively

for development of on-line systems. Although the system utilizes coordinate

indexing and inverted lists, it can process queries written in a restricted

natural language ("Easy English"). Thus, "Please find for me books

concerning statistical functions or standard deviation, but not business

oriented entitled 'runcible' 'I"' is an acceptable query. The system

develo'3ed in this report can also process such queries, but in a totally

different mainer. The MSISL system performs a syntactical scan of the

query and generates an intermediate form: keywords joined b7 set

addition, subtraction and intersection operators, and a special character

that permits searching on partial word phrases.

* University of Pennsylvania, The Moore School of Electrical Engineering.
See references (75, 76).
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SECTION I

THE ON-LINE SYSTEM - OVERVIEW

This report is concerned with the study leading to the design of

an information storage and retrieval system, and the design itself. For

convenience, the object system is referred to here as the On-Line System.

This chapter serves to introduce the reader to the fundamentals of the

On-Line System, while following chapters cover the study and design in

detail. Thus, the present chapter presents no rationale for the design.

Rather, it is intended to provide background information on the final design

in order to give the reader some insight into the central question that will

no doubt arise during a reading of the subsequent chapters: "What does all

this lead to? ".

11. 1 Automatic Thesaurus Generation

Although the On-Line System operates or, free text, it must use

a thesaurus. The thesaurus contains word stem.. rather than words, and

is automatically developed from the data base. First, common words

(a, an, the, ... ) are removed and a stem analysi3 routine employed in

order to select the diotinct non-common stems occurring in the document

collection. This large list of stems is reduced to a smaller collection

of so-called content stems, which collection constitutes a thesaurus. The

selection of the content stems from thv collection of raw stems is performed

by the-statistical filtering program, xhich selects those word stems most

promising for the characterization of documents. It does so by analysis of

both the stem rank-frequency distribution and the variation of that distribution

over the document collection.
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I. 2 Concept Vectors

With every document is associated its concept vector. This

vector consists of concept-weight pairs. A concept vector can be formed

from any body of text, so in order to process a retrieval query it is only

necessary to derive the concept vector for the query and correlate ik with

concept vectors for the documents in the collection. Those documents

witY vectors producing the highest correlation are then retrieved.

The concepts themselves could, of course, be word stems.

But this would not allow the system to account for the use of words that

are similar in meaning, and would introduce one of the worst drawbacks

of simple coordinate indexing: the need for the user of the system to

consult a thesaurus of "use" and "nsed for" terms. Instead of this stem-

per-concept approach, the system is to cluster stems into about 1500

groups. Each group coutains stems of similar semantic value, and each

gr-oup corresponds to a concept. The clustering is performed on a basis

of statistical stem co-occurreace analysis.

u. 3 Retrieval

An ordinary retrieval on the basis of a text query is performed

in the following manner. First, the user's request is processed by the

routines which reject common words and perform stem analysis, reducing

the query to a sequence of stems. Each content stem is then mapped

by a dictionary processor into one or more clusters. Sin-.e each cluster

is associated with a concept, this process produces the concept vector

corresponding to the query. This vector can be correlated against the

concept vectors for the document collection in order to perform the

retrieval. In order to avoid comparison with all the concept vectors

for a collection of potentially 40, 000 documents, the document concept

vectors themselves are clustered about centroids. This materially

reduces the search time.
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A s mentioned in the last chapter, document-document correlation

can also be performed by the On-Line System. This form of searching

simply employs the concept vector of a known document in order to retrieve

similar documents. (It is also possible for the user to construct and moelify

query concept vectors directly, working only with numeric concept

codes and weights.)

During the retrieval process, the user can be expected to try

a number of queries. Some will retrieve desirable documents, and some

will not. The user is given the capability to build a file of documents,

retaining those -vhidi he finds desirable.
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SECTION III

TECHNIQUES FOR AUTOMATIC CLASSIFICATION AND RETRIEVAL

This chapter is concerned with the basic techniques to be
employed. Details of mechanization and the determination of design

parameters are discussed in following chapters, as are all aspects of

interactive retrieval via man-machine dialogue. A brief overview of

the system is presented in Chapter J.

111.1 Concordance of Stems

Present estimates place the size of the data base at 40, 000

psychological abstracts, each containing no more than 3000 characters

of Text information. This means that the data base consists of up to

120 million characters. Written on magnetic tape with one inter-record

gap per foot of tape, recorded at 556 bits per inch, the data base would

require nine 2400-foot tapes.

A data base of this size cannot be manipulated extensively

without consumring exorbitaut amounts of computer time. ror example,

simply reading the entire data base at 18. 000 characters per second

requires nearly two hours. Cn the 635, sorting an input file that oecuples

three reels requires 14 ta-es as intermediate collation units. Thus, a

sort of this much data wouid require a large number of tape mountings

and dismountings by the computer operatore, not to mention the use of

perhaps ten )i,-urs of computer time.

It is easy to see, then, that multiple-pass processes cannot

be made starting with the entire data base. Any prograw that read the

original data base must be sequential-access, one-pass optration8. The

most desirable approach to the entire preliminary processing task is to

M-.
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produce aome intermediate data structure containing only the information

needed for the remaining processes, and then use that intermediate

structure for all subsequent processing.

One such intermediate form of the data that could be used is a

co.curdance of the text. A concordance is an alphabetical index of all

the important words (or, as in the present case, word stems) in a

document. Before the computer age, detailed concordances were con-

structed only for works whose content was to be subjected to intensive

analysis, such as the Bible. These manually generated concordances

listed only the major occurrences of a small subset of the total vocabulary
used in the text. Even then, the generation of a concordance was a tedious

and costly undertaking.

Using the computer, a concordance can be prepared with much

greater detail and accuracy than could ever be achieved manually. The

computerized production of a concordance is usually a simple procedure.

A simple program is used to recognize individual word stems -a the text

and tag each word with its location; each word-tag pair is then written

onto tape. The pairs are then sorted, using the word as the primary

field and the tag as the secondary field. A simple merge pass completes

tl, process. If the merge program alao counts idsntical occurrences,

and hcludes theae counts in the final concordance entrims, then a weighted

concordance is produced.

Figure III-I lllustrates concordance preparttion. The weighted

microcorcordance of stems, described in subsection IMI. 1. 1, to an inter-

mediate form of 'Who c.ncordance that is useful for other data preparation

processes.
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A weighted concordance of the data base gleeatly eimplifies

the remaining work in preparing the data base fer entry into the system.

The concordance is useful for identification of worda of high information

content, recognition of co-occurring words, generation of the concept

dictionary, and the generation of concopt vectors. Also, the concordance

is much smaller than the data base.

The concordance may be represented by a matrix W, wl.th

every row corresponding to a distinct document and every column

corresponding to a distinct stem. In that matrix w.. is the occurrence
th thweight of the j stern in the i document.

Since W is expected to be sparse, it is not practical actually

to use a matrix representation. Instead, the concordance is a collection

of entities, one for each stem: the stem itself and a document-weight

pair for every occurrence of the stem. Letting S. be the explicit alpha-
th I thnumeric representation of the j stem and a.. Le the i document's accession

tAnumber, then a concordance entry for the j stem is:

(S 1; a , W.l'  a, Zj 2 ; ''. ; alr, w,,,j),

.tlhwhere the only nonzero elenents of the j row of W are those elements

corresponding to the ti, i, ir documents.

iLL. 1. 1 Microconcordances

Two forms of weighted concordance are requirod for this

application. There is the total concordance, covering all documents,

mentioned above. In addition, a concordance is generated :or each

separate document in order that the documents may be automatically

classified, and for the sMtistical filzer (described in Section I1. 2. 1. 1).

This set of microvoncordances Is actually generated first, and then

111-4
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processed in order to produce the total collection's concordance. In

connection with the microconcordances, another parameter is needed forI programs performing statistical calculations: the length (in stems) of
each document. These data are placed in the relevant microcoucordances. I

Figure M1-2 illustrates schematically the concordance and

microconcordance scheme; design details are included in a later chapter.

HlL 1. 2 Conmmon Words and Stem Analysis

The concordances m~entioned in the preceding section and the
dictionary described in foll~owinig sections are based not on words, but on

word stems. The conversion of words to their stems -- one might say to

* their canonical forms - - is performed by the stem analysis routine.

II Before stem analysis is performed, the computatior required

and file size can be greatly reduced by rejection of carimon (or "function"

if words) such as "the", "a"l, "at", etc. This section describes the principles
of the stem analysis involved; lists of suffixes, common words and other

design information are given in Chapter V.

[ The general objectives lead to two incompatible design goals
for a stem analysis program. The first is the need to find stems that are

ab simple as possible, so that all forms of a given word will be treated

I' as occurrences of the same word; the oecond Io to avoid the generative
ambiguity, and consequent aL sociation of unrelated material, that result

from excessive truncation. For example, "rings" and "ringing" sphould

be stored as "ring", with the suffixes "ling" and "a" removed, but removal

of the common suffixes 'led" and "ling" fromi "wed" and "wing" would cause

them both to be &sacciated with the stem "lw". Thus, some sort of com-
promise mrust be struck.

The literature to full of examples of generative ambiguity caused

by suffix remnoval. All examples, however, use short words, such as the
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fwed" and "wing" ertmple above. Many of these problems can undoubtedly

be removed by prohibiting suffix removal that would produce a stem of

fewer than some minimum number of letters. What that number should
be is an interesting topic for inv estigation. Six seems reasonable as an

upper bound, since it corresponds tc the word size of the 635/645; four

might be acceptable. Three is probably too small, and two is definitely

too small.

This algorithm combines the techniques used by various investi-

gators; the lirt of suffixes in Section VI. 1. 1 is a similar composite.

1) In all the following steps, no action that would
produce a stem of fewer than n characters is performed,
where n is specified at run time.

2) Compare the terminal characters of the word with
the list of suffixes; if a match is found remove the
suffix from the word. The comparison begins with
the longest suffixes in the list and ends with the
shortest.

3) If a suffix was removed in the preceding step and
the remaining stem terminates in a double consonant,
remove one of the consonants.

4) If the suffix "ly" was removed in step 2) and the word's

terminal letter is "i'V , delete the "i".

5) Repeat steps 2) to 4).

The test of suffixes must begin with the longest suffixes.

If short suffixes are deleted first, long suffixes will not be recognised.

A partial exception to this is the suffixes" s ", " ' ', and " s' "; these

can be affixed to words that already contain other suffixes, so there is

some justification for first checking for these. However, initial removal

of terminal "s" complicates recognition of suffixes ending in "s". The

repetition of step 2) and step 5) permits removal of" s " " o' f * * and

one other suffix; this should be sufficient.

W. 1.3 Maximum Stem Length

The processes of automatically classifying documents and retrieving

IM-7



them requires the application of a dictionary lookup processor to a dictionary

of stems. It is convenient for the sterns concerned to be contained in fixed

length fields, and in this subsection a field length and dictionary lookup

method are established.

Lowe (28) has considered retrieval by truncated English words,

and developed formula - for the number of file accesses required when

artificially generated homographs cause multiple accesses to be required.

Empirically testing with a relatively small data base, his results show

a very rapid decrease in the required number of accesses, directly

related to the generative ambiguity, as the number of characters

used approaches six. Dennis (14) has tested a thesaurus of 2400 words

in order to justify her use of six characters in an information retrieval

system. Truncation to six characters generated artificial homographs

in only 1. 616 of the words; there existed natural homographs for 16%.

In a scientific vocabulary, words tend to be longer and, there-

fore, more characters are needed -- consider the words beginning with

"electro... " and "psycho... ". Zunde and Dexter (54) investigated the

distribution of differing length words by studying the 51 53 most commonly

used words in several popular magazines, a 3210 word Interagency

Life Sciences vocabulary, and a 3315 word NASA vocabulary. The dis-

tribution of lengths for the latter two peak at eight and seven characters,

respectively. The words from the popular magazines peak at five

characters. The distributions all fall off rapidly. Fewer than five to

six percent of the Life Sciences and NASA vocabulary words exceed

twelve characters, so the number of artificial homographs generated by

truncation to twelve characters must be quite small.

The above results from the literature certainly support the

use of a twelve character maximum for most applications. In the present

case, two other facts add overwhelming evidence that twelve is an adequate

number. First, the results presented above are based on words, not stems.
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Sterms are shorter than words, adding an extra margin. Secondly, the

generation of a few artificial homographs adds ambiguity which in turn

decreases precision in this type of system. But the homographs do not

cripple as they can in the case of ordinary coordinate indexing that uses

only complementation and intersection.

IM. 2 Concepts and Concept Vectors

In the On-Line Retrieval System, each document will be indexed

by the use of concept vectors, similarly to the fundamental text analysis

processes of the SMART system. First, concept vectors are derived

from texts. A concept can be a stem or a set of stems. A sequence of

concepts produces a vector; in its simplest form, this vector can be a

list of key words that can be used to identify a document.

Concepts can be generated in many ways. For example,

SMART's procedures can be divided into two classes -- syntactic and

statistical. A recent paper (43) describes experimental evaluation of

SMART's statistical features. Early use of syntactic analysis has bt.en

disappointing. The primary reason for this in the excessive processing

time required for the Kuno syntax analyzer. Worse yet, the timir

is very erratic. Although an improved version of that analyrer is under

development, no extensive experiments using syntatical analysis have

been reported. Further, Saltor, has concluded that absolute arcIracy

of a few items is not as good as many "correctly analysed" "tems and,

therefore, that statistical procedures will probably be superior to

syntactical ones (42). Because of this, the decision has been =ade to

include only statistical processing in the On-Line Retrieval system

The generation of a concept vector for each document in the

data base includes three distinct processes, as illustrated by the flow-

chart of Figure M1-3. The elimination of non-cntent stems is performed

by the statistical filter discussed in i, 2. 1. 1. 0oUowing this, occurrence

g correlation is used to identify concept centers, and construct a concept
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dictionary, as described in 111. 2. 2. 3. Finally, the dictionary is used to

generate a concept vector for each document, using its microconcordance,

as described in II. 2. 2.

U1. Z. 1 Concept Identification

Concepts will be identified by the use of two distinct processes;

statistical filtering and occurrence corrolation. The statistical filter

will remove stems that are relatively uniformly distrib.ted throughout

the document collection iu relation to their abiwolute frequency, and

produce a weighted concordance of content stems. Concept clustering

will select as concept centers those stems whose occurrence vectors

correlate highly with the occurrence vectors of several other stems.

The stem analysis and common word routine will remove only

very common words that obviously convey no informatiom. Other words,

however, may occur in such a large subset of the documents in the

collection that they are of little value in differentiating between documents.

Since not all stems in the collection are of value in distinguishing between

documents, certain stems will be ignored. These words have been

called "noncontent" words because of their apparent lack of association with

the varying specialized content of different documrnts.

The simplest tachnique for this purpose would be to remove

the words of highest total number of occurrences in the collection, because
these would probably also be the most widely distributed. More sophistica-

tion could be obtained by umsing a bandpass technique on the rank-frequency

distribution, and ditcarding the most and least conmon words.

Some measure of the uniformity of the distribution of woeds

throughoA the collection, in addition to the number of total occurrences,

is ir-rnively attractive. A uniformly distributed word with many occurrences

would not be useful in distinguishing documonts, and thts word should be

discarded. On the other hand, a utformly distributed word with a
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low total number of occurrences would appear in only a small numbe r of

documents, and should be retained. Two very similar approaches to this

problem have been suggested by Dennis (14) and by Stone (49) and Store and

Rubinoff (50).

The occurrence correlation program will read the weighted c-on-

cordance of content stems, and write a tape containing the concept

dictionary. This dictionary will list, along with each stem in the con-

cordance of content stems, the concept numbers into which it is to be

mapped, and the weight associated with each mapping.

Words that often co-occur will be mapped into common concepts

during concept vector generation. The occurrence correlation program

will compute a correlation coefficient between each pair of content stems

in the concordance; the pairs of greatest correlation will be assigned

identical concept numbers. Because each word's occurrences must be

correlated with those of each other word, the entire correlation process

must be performed in core if it is to use a reasonable amount of computer

time. Thus, the size of the vocabulary upon which occurrence correlation

can be performed is limited by practical considerations on computatiart.

Occurrence correlation consists of dividing the set of occurrence

vectors into overlapping subsets of similar size. The vectors within each

subset should be highly correlated with one another. In this way, the

concepts can be used to characterize each document in the collection as

a concept vector, where each coordinate of the multi-dimensional concept

vector is the weight of a concept occurrence. In order to achieve the

simplest possible characterization of documents by concept vectors, it is

desirable that the concepts be relatively independent, in the same way that

a base for any given vector space provides the most cor-pact representation

of that space.
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II. 2. 1.1 Content Stems and the Statistical Filter. An automatic

method of content stem determination forms the basis for the automatic

generation of ,ie classification vocabulary. Two approaches are

considered: those based on bandpass considerations and on frequency-
variance analysis. Although the latter are selected for the On-ine

System, bandpass techniques are described and observations on the

critical parameters are made. The frequency-variance methods are

an extension of the bandpass approach.

I. 2. 1. 1. 1 Bandpass Techniques. For any concordance one

can plot the rank-frequency distribution of words (or in the present case,

stems). Items of very high frequency can be supposed to contribute little

information of significance, while words occurring very occasionally

also are insignificant. This is roughly TuAh's reasoning (33), as reported

by Meadow (35) and illustrated in Figure 111-4. There is na defined

measure of the quantity indicated as "significance", and the curve for

it indicates only that significance is related to frequency i some way.

For the present system, a somewhat more sophisticated

filtering technique than simple bandpass to recommended. But the

bandpass approach is appealing and is considered an alternative approach.

It i worthwhile to determine what the bandpass parameters involved are,

and how they can be adjusted. Chervy (10) quotes a generalised form of

Zipf's law (53)

ln p(j) =A - B In j3

where p(j) is the probability that a word selected at random from the body

of text to the word of rank J, A is a constant and B is s constant apprcvd-
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j mately equal to one*. An equivalent form is

A.-B

p(j) =e J ,or

-B
p(j) = K j .

Zipf originally stated his "law" with B I and K = 0. 1.

Shannon (46) noted that, if the number of distinct worda in any examined

collection is represented by N, then for any collection Zipf's law requires

that there be exactly N = 8727 distinct words. This follows the requirement

that

N

p(j) = 1, since the only N satisfying the requirement

j=l

with p(j) 0. 1/j 0 N = 8727. Shannon found this assumption adequate for

his purposes, as he could safely assume p(j) = 0 for j > 8727.

In a different application, assuming that N is known

and the exponent of j is sufficiently close to unity, Lowe (30) has used

the form p(j) = K/j. Since N is known and the sun of p(j) over j =1, ... ,

N must be one, K can be found and is approximately equal to (In N + y)

(y is Euler's constant, equal to about 0. 5772.)

Thus,

* - 1p0j) - .... . ,___

j(ln n + y)

a form useful in analyzing bandpass parameters.

The notation used here is different from Cherry's, for consistency in the

following analysis. This generalization of Zipf's law is due to Mandelbrot.
Variation of the constants has been noted for texts from different languages,
sources, the speech of children and psychotics; see Brillouin (7).
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Let the ranks of the highest- and lowest-ranking words

defining the bandpass be Jmax and Jmin, as shown in Figure 111-5.

Those words with rank j such that J .i< j : Jm arD passed by the filter
min- max

and therefore are "content" words.

What criteria can be used in the selection of Jm

and J ? First, the number of content words is N' = Jmax - J rnin'
maxma mi

and the probability that any distinct word is a content word is

F = N'/N.

A second equation to fix J and J can be determined

from the probability that a word selected from the cc-lection of text is

a content word. This probability is given by

max

F -p(j).

Jmin

In order to express F in terms of the cutoff ranks, note that

max Jmin

F L P) L P(J)

max J min
F= 111 -

Fr Jmin > 30 a reasonable approximation is
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F (I J + y) (In i, +y) '
In N+ [

J

In max
jmin

Fin "(N + Y)

11.2.1.1.2 Frequency-Variance Techniques.

"The hypothesis offered here is that word significance
is indeed a function of frequency of occurrence, but
also of the extent to which this frequency is predictable.

If a reader knows t'at certain words will occur with high
frequency then thes3 words are not necessarily the most
significant to him. The most significant are the highest
frequency words that deviate from the predicted frequency.
Words are significant as subject descriptors, then, in
propol ion to the difference between their actual and
expectedfre uenc ie. "*

That hypothesis has been applied by Dennis (14), and her

findings are suppcrted by further work by Stone (49) and Stone and Rubinoff (50).

It is to be used in the selection of content stems for the On-Line Retrieval

system.

The basic idea is simply that a word appearing with

moderate or even high average frequency, but with au uneven distributio,

over the document collection, is a good candidate for use as a "significant"

word. The important feature of this approach is that it takes into con-

sideration the usage of words in documents, not simply the entire document

collection viewed as a continuous text stream.

* Meadow(35), page 100. Italics are his.
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A word used moderately frequently with a rather uniform

distribution over the document collection does not help in determination

of the salient characteristics of any document. But a nonuniform dis-

tribution indicates that the word is useful in discrimination between

documents, while a moderately high overall frequency indicates that the

word is in general use in the subject discipline.

Dennis determines a single function with a value determined

by the number of occurrences of the word in the entire collection multiplied

by the normalized variation of within-document frequency. This is
th

generally referred to (for the c word) as NOCC/EK . The detailh of the
c

computation NOCC/EK are given in Section VI. 2. 1.

TI2. 1. 2 Dimension Reduction. Although it is not shown in

Figure I. 3 because it is not necessary for an understanding of the concept

identification and concept vector generation processes, there is a minor

processing step that is performed between statistical filtering and concept

clustering: dimension reduction. Because the occurrence correlation

process must be performed subject to practical computation limits, the

maximum number of componentq in an occurrence vector must be reduced*.

The amount of reduction that must be performed will be a function of the

amount of core storage available and the average dimensionality of the

occurrence vectors that remain after processing by the statistical filter.

The observation presented below will be used as the basis

for the reduction process. It is tioted that if some components of a vector

must be discarded, then removing the lowest-magnitude components will

introduce the least error into a computs.tion of the cosine between any

two vectors.

* Dimension reduction is not the only solution, however. An alternate

scheme is considered in Section III. 2.1.4.
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The problem of selecting the subset of the basis for a

vector space that minimizes the average error in forming inner products

between any two members of the vector space is not identical to this

problem, and is not considered here. A preliminary investigation of

that problem indicates that the best approximation to all vectors would
require an examination of all the vectors to be approximated. This would
require a separate program for this purpose, which is not desirable.

It is desired to find in -ome m-space an approximation

vector A' to a vector A in n-space, where m < n, and where m-space is a

subspace of n-space. Further, it is desired that A' should be the best
possible m-space approximation to A. "Best approximation" is taken

to mean "the ' that maximizes the quotient Q, where

Q=

This observation shows that selecting the m greatest-magnitude components

of T will yield an A that meets this requirement.

Observation: The best approximation in m-space to a

vector A in n-space, where m < n, is the
vector TA', where the components of T

are the m highest-magnitude components of

Proof:

by definition of vector space,

A= (' An)

Let the components of T be renumbered so that AI is the highest magnitude

component, A2 is the next-highest, and so on.
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Then,

A' =(At... A')

= (A, ... , A ) by definition of A'..9 m

To measure the goodness of the approximation, the inner product between

and its approximation A' is formed:
M

A. A' = A AI + A 2AI + ... + ArA' = A.A!
1m L iii=1

m
=A 2  2 2 - 2

1 2 +L i
i= 1

This product will be maximized when each of the A. has the greatest

magnitude. But this is how the A. were selected.

Therefore, A' is the best m-space approximation to .

LII. 2.1. 3 Occurrence Correlation. Although occurrence correlation

is in fact a clustering operation in which the well-known cosine correlation

measure is used, it is unlike the typical clustering problem. This is so

because there are estimated to be about 1500 clusters for only 5000

or so content stems, so that the average cluster contains only about 3.5

'Items,

j Figure III-6 shows the flow of information and the processes

involved in dictionary generation. Tape a is the weighted concordance

of content stems, and contains for each stem a variable number of pairs

(document number, weight in document), and tho stem itself.
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V

Tape a is passed through a processor (Dimension

Reduction and Stem Removal) that is required in order to make in-core

processing of the data practical. This program splits stems and their

vectors onto two tapes. Since there is a fixed number of stems and they

are in lexicographical order, there is no need to retain the alphanumeric

stems themselves in part of the processing. Tape y contains the stems

in fL-ced length records (twelve characters).

The vectors are recorded on tape 8, after application of

the vector reduction algorithm described in M1. 2. 1.2. This produces

a fixed length vector for each stem. About Z5 or 30 document-weight

pairs are expected to be used, based on estimates for the size of various

programs that must manipulate these data in core and about 70 to 80

thousand core locations available for large batch processing jobs.

On both tapes A and Y, the information is in fixed length

records, the ordering being the same as the lexicographical order of the

stems. From the 5000 vectors on tape A some 1500 key vectors must

be identified, and their sequence numbers (e. g., 2 7 th, 1 2 5 th, 4 8 6 7th)

written on tap.s 6. This is done by the process entitled Statistical

Processing Phase I.

The approximated vectors for all 5000 content stems,

the stems themselves and the identities of the key stems are all fed into

Statistical Processing Phase II. It correlates each of the 5000 staems
with the IS 00 key stems to produce for each stem a concept vector. The

vectors are of fixc%& lengtL, containing perhaps three to five concept

number-weight pairs. The concept numbers are initially generated by this

routine, which associates coucept number one with the first key stem, and

so on.

Final output is the dictionary, on tape i.
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The processing problems involved here are somewhat I
different from those of normal clustering, since the average cluster

population is only 3. 5. In addition, it is desirsd that this processing

be done in core. The method to be used does require calculation of

1Z. 5 x 1 06 correlation coefficients (cosines), but it does not require their

storage at one time.

Suppose that the correlation between two stems is quite

high, relative to the set of all cosines generated. Then it appears reasonable

to group these two stems together.

In Phase I, first all unordered pairs of stems are corre-

lated. For any comparison a triplet (i, j, c..) may be formed: i is the

sequence number of the first stern, j the sequence number of the second

stem and c., is the cosine of the angle between the two vectors. Since

c.. c.., computations are made only for i < j.

Triplets are entered into a table of length LA a3 they

are generated. When the table becomes full, a newly generated triplet

(i, J. cij) is enterei in the table replacing an existing (il , J', cilj,) only

when cij, is the smallest cosine (see 111. 3, Correlation Measures) in

the table (cj > ci,4,). Therefore, at the end of this process the table

contains the trip' ts with the largest cosines -- LA in number. The table

is made as large as possible in order to save coinputing time for additional

passes, but the programs are designed so that if the LA largest corre-

lations are not enough a second pass can be made. This fills the table

with te cosine ranking LA + I through 2 LA. Depending on available

core, the value of LA will probably be about 3500.

Once the table is generated, the triplets can be sorted

on their third field. Then the greatest correlat4on coefficient is first

in the table, and so on. From this table, for every tight collection of

stems, one representative stem can be chosen a a key stem or concept.
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Thus, 1500 key stems are identified. InPhase II every

content stem is correlated with the key stems, in order to obtain a short,

fixed length dictionary vector. The 1I.ghest cosines found and the Porres-

ponding concept numbers are the contents of this vector, which is the

dictionary entry.

ITI. 2. 1. 4 Alternate Approach Using Binary Vectors. The concept

identification problem is covered in the preceding sections, urder the

assumption that cluster-forming stems are identified by observing the

correlation of content stem vectors containing document-weight data of

reduced edimensionalty. This section is concerned with an alternate

approach to the identification of cluster-forining stems; after the identification

of the stems the dictionary generation is unchanged. Binary vectors

share an advantage with weighted vectors of reduced div.nvnsionality; they

require less computer storage than full weighted vectors.

111. 2. 1. 4. 1. Characteristics of Binary Correlation Measures. Salton*

identifies several measures in which binary vectors may be used. Con-

ceptually, computing these measures is quite simple. The problems

treated in this subsection are those resulting from the mass of data

involved.

It is noted that the nature of these measures admits

to the partitioning of their calculation. Fur they all tavolve terms such

as
D D D

V- - (vi) - i '
tlvi l il

* Reference (5), p. Z36. See also Section Ill. 3. 2.
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which can be computed in sections using identities such as

D d1  d D

L V i i  + - Vi ' -

i= iIi=d I + 1 i=d m  + 1

1d.
where < d 1 < d2 <...< d .

IXI. 2. 1. 4. 2 Representation of Binary Content Stem Occurrence Vectors

For each content stem, the binary vector can be repre-

sented either by listing the accession numbers* of documents in which

the stem appears or by an actual binary vector in which each bit position

corresponds to a single document. In the latter case, and assuming a

sample of 5000 documents, the vector for each content stem consists

of 5000 bits or 139 computer words of 36 bits each.

I*

In the former method, since 13 bits uniquely identify a

document within a collection of 5000, two nonzero elements of a vector

may be identified in each computer word. Naturally, the number of words

required for each vector is variable. For 5000 documenta and an

average occurrence rate of 2%, the average vector requires 50 words;

this requirement in 250 words if the rate is 10%.

Thus, the binary vectors for 5000 content stems in a
collection of 5000 documents requires 695, 000 computer words if actual

binary representation is used, and something between 250, 000 and 1, 250, 000
words if the documents are explicitly identified.

True, accession numbers are not actually reautred. and may actually waste
snace. Any means of uniquely identifying the individual documents within
a chosen sample collection will suffice.
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I1. 2. 1. 4. 3 Multi-Pass Processing If the summations for compu-

tation of the correlation coefficients are partitioned, the contributions

from the first dI documents, the next d 2 - d 1 , etc. are computed. Each

of the m + 1 passes computes the contribution of a set of documents to
6each correlation coefficient, but unfortunately, there are 12.5 x 10 such

coefficients. A ranking table tec.hnique cannot be employed, since

the magnitude of the contribution of each pass to an individual correlation

coefficient cannot be determined. Thus, about five tapes are generated

as intermediate output from each pass. On the final pass, ranking

techniques can be used to determine the most highly correlated content

stems, within any desired cutoff level.

The number of passes needed is a linear function of

the number of documents involved; the volume of data generated by each

intermediate pass varies as the square of the number of content stems.

Again assuming 5000 documeats, 5000 content stems

and 100,000 words of core available for vector storage, if a binary

representation of the vectors were employed the number of passes required

would be seven. Figure HII-7 illustrates this process.

First, binary concordance data are derived from the

weighted concordance. An initial pass through the correlation program

produces five tapes containing correlation uoefficients based on the

first 720 documents (SI through S)*. On additional passes, the

contributions from the other 5280 documents are added in, and one

additional scratch tape is required. Finally, the final calculation and

ranking are performed.

The final pass requires dividing by some quantity such as the product

of sums of squares in the case of all 'alsrithms except the vector dot
products. These data are also totalled, for later division.
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A rough calculation indicates that if disk were used for

intermediate storage, about 112 million characters would be needed.

II. 2. 1. 4.4 Impac on Design. Does the use of 3000 rather than

5000 documents make a significant difference? How many occurrences of

a content stem are expected per document, on the average? If the number

of occurrences and documents are small, It is postiible to reduce the

figure of 250, 000 words for the vectors to a figure allowing single pass

in-core processing with a ranking table technIque.

It is felt that some experimentation with an actual data base
is required before any decision to replace tht approach of Section IM. 2. 1, 2

As that approach is known to be feelble, it is to be used unless an oppor-

tunity for experimentation occurs.

11. 2.2 Concept Vector Generation- -Dictionary Lookup

Figure 111-8 shows schematically the function performed by

the dictionary produced by the occurrence correlation process. There are

about 5000 content stems, of which about 1500 are selected as key stem

or concepts. The dictionary's purpose is to accept a content stem consisting

of up to twelve characters and generate a short vector that relates the con-

tent stem to several key stems. The dictionary, therefore, perforrns a

many-many mapping from the set of contont stems to the set of key stems;

and the mapping is a weighted one.

The programs have beta designed as modular units. This

allows for changing the correlation measure or the clustering schemes

in the future. In use, the dictionary accepts free text words through the

stem analyzer (In. 1. 2), which also deletes ccumon words. The dicticnasy

ignores noncontent stems.

rrr.z
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Many schemes for dictionary lookup are available,

including the symbol trees, key-to-address transformations, balanced

trees and triplet searching algorithms compared by Lowe (29). Hays (21)I gives an introduction to simple tree-structured dictionaries and binary
searching dictionaries, while Brooks and Iverson present a detailed

analysis of binary searching algorithms.

In the present case only about 5000 "content stems"
exist, a number which can easily be loaded into core for searching. This

factor indicates that simply binary searching will suffice -- and when the
dictionary does not need to be partitioned it ts a very rapid method. Even
when partitioning is requirad binary searching io worthy of consideration,

as is indicated in Habit's report (20)of a system utilizing a vocabulary
of some 75, 000 words.

111. 3 Correlation

In the On-Line Retrieval system, automatic retrieval
will be based upon a measure of the similarity between concept vectors,

for both query-document and document- document retrieval specifications,
as descril, i in MI. 3. 1.* Section MI. 3. 2 discusses the basis for the
selection of the cosine as the correlation measure.

. 1 1 urDcvmnt andRDouVuezt-Docwnmn AetrIMva

The user of the system can request retrieval lbaised on
a plain text query, or based on some document in the data basei.: if be4
elects to use an ordinary query, then a concept vector, dailed the query
vector, is formed from hits query, .using the dictionary lookup processor
(and other: pgrams). If he elects documeutidocwxmt coreStso~ h
document'sa coucept vector is used asthe query vector, Is either cases
a correlation measure between conicept vector*, ts required.
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I. 3. 2 Correlation Measures

Salton (44) reviews several correlation measures. One

is the simple vector dot product, and dissimilarities may be considered

as well as similarities by adding the dot product of the vectors to the dot

product of their complement. Tanimoto'e measure and the cosine have the

advantage of falling in a specified range (0 to 1). In much of the SMART

work the cosine and overlap measures are used.

Euclidean distance between two vectors in the hyperspace

is intuitively attractive as a correlation measure. However, consider

the case in which two concept vectors 5 and V are related by the equation

- = a T.

In other words, the two concept vectors contain identical concept

occurrences and weights, except for a scalar multiplier. It is desirable
in this case that the correlation measure be 1; however, the Euclidean

distance between these two vectors is given by

xax2D a , x ~

i

'Thus the Euclidean distance in this case does not give the desired value

for the correlation measure. On the other hand, the ousine is given by

~ax1

Cs

1. 1
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In a broader sense, it is evident that the correlation
measure should be a function of 'he angle in hyperspace between two

concept vectors, rather than any sort of distance measurement. because

the angle is determined by the relative magnitudes of the vector's

I .- components, rather th.zn their absolute magnitudes. The cosine is

an attractive measure of this angle because its value is I if the vectors

are coincident and 0 if they are othogonal. Furthermore, the cosine

| function is well-behaved, and its value is always between 0 and 1. For

these reasons, the cosine will be used as the correlation measure.

lI!. 4 File Organization

This section discusses the major characteristics of the

file organization that has been selected for the on-line system. A survey

of the various methods of file organization that were studied is presented,

followed by a discussion of clustering techniques, and an evaluation of their

applicability to this effort. The selected file organization is then

presented, and compared 16o the desired characteristics for a clustering

technique suggested by Ide et. al. (23) in L-Z.

11. 4. 1 Comparison of Various File Ovganiations

This discussion covers some of the possible ways files

for the on-line system could be organised. Here the problems of corre-

lation algorithms and thesauri are neglected, and emphasis is placed

on the identification of documents with concept vectors sufficiently "close"

to a given concept vector, ts measured by an unspecified matching algorithm.

Linear file searching is immediately rejected for on-line use, and it

rapidly becomes apparent that one of the critical problems is that of

. holding response time at a reasonable level.

It should be realized that the present problem differs

greatly from the usual retrieval problem in which searches are bascd

on relational operators and documents are characterised by the presence
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or absence of index terms (such as keywords). Systems for that problem

have been developed and operate on-line using very large document

collections. Here we are concerned with retrieval based on real document

and query concept vectors. A query concept vector may be generated

as shown in Figure M1-8. Query concept v ctors may also be derived

from modification of previously generated vectors by the searcher, and

document concept vectors may be used for query whenever document-

document correlation is desired. Their origins affect the analysis below

only in that document-document correlation can result in rather rich query

vectors.

Some of the parameters to be considered are:

a. The accession or internal sequence number of the

i-th document; also, loosely used for the name of

the i-th document. In many cases it may Le
possible and convenient to let a. = i.

D Tht number of documents in the collection.

N The number uf distinct concepts.

S The total number of occurrences of all concepts
with nonzero weight in the characterization of the
entire collection.

th
cj The concept code for the 'h concept; also loosely

used for the name of the j concept.
th thdouet

Th, welij& oi the j concept in the i document.
Note that this is not the same w i used in I. I.

We have now progressed from the use of stem weights
to the use of concert weights.

th Cnet(j) The total number of times the j concept* appears with
nonzero weight in the entire collection. Therefore,

NOTE: If the same stem occurs several times in a document's abstract,

and t&t stem is uniquely mapped into a single concept, this is
considered only one concept occurrence. It is expected that the weight
of the concept would be higher if the stem occurred twice. Thus, a
concept is either presea or absent in a given document, and relative
importance if present is indicated by its weight.

Ml. 34
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N

S fjD

j=l

h(i) The number of concepts appearing in the ith docur
with nonzero weight. Therefore,

D

S= h(i).

i-I

I The number of concepts appearing in a search
request with nonzero weight.

x. The value returned by the correlation algorithm.u. comparison nf the document vector of the

i docnuvent with the present query vector.

G The number of logical record accesses required
to service a query.

p(j) The prfbability that a concept in a search query
is the j concept.

Perhaps some explanation of the meaning of G is in

order. Electronic switching times for direct-access storage devices

are generally neoligible in compariaon with other delays. In the pree

case, the primary causes of delay are rotation of the disk and translatU

of the heads. If two logical records have been unrelated in the building

of the files and if they are referenced one ifter the other, translation

of the heijds will be required a certain (large) proportion of the time.

Therefore, a quantity to be minimized is G, the number of logical rees-

accesses r4quired to service a quary. An additional consideration is

the relationship between physical and logical records, as mintmizaton:

of G does no good if the number of physical records needad to contain a

logical record is greatly increased.

Mn-35

U" " III -I '



For many file organizations, it turns out that the rank-frequency

distribution of concepts can greatly affect mean query response times.

Another important factor is the distribution occurring in search queries.

A recent paper(3 0) gives an analysis of these effects for some aspects of

conventional keyword retrieval. The fact that these effects exist must be

kept in m~lnd during the present design, for they might influence performance

of the concept-oriented system. As an example selected from that

paper, Figure 1-9 shows the ratio of retrieval time when query keyword

distribution follows a slightly modified version of ZipfIs law* to the time

when the distribution is uniform over the vocabulary of keywords. The

file organization in the case illustrated is that of linked lists, also

mentioned below in connection with the present problem.

In the concept-oriented system different thcsauri and content

analysis algorithms are to be used, so very little can be said about the

distributions. Some crude estimates are made here in order that initial

evaluation of file designs may be performed.

The number of concepts appearing in any document with nonzero
weight is assumed to lie between five and fifty, as is the number of concepts

in any search request. ** The collection is assumed to consist of 4U, 000

documents. There are about 1500 distinct concepts. In terms of the

previously defined symbols-

5 <h(i) -. 50

5< L<50

D 4 xl 04

N 1500.

The total number of nonzero-weighted COL-ept occurrences is the

See subsection M. 2. 1. 1.

The upper limit would result trom document-document correlations.

111-36
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sum of h(i) over all documents, so taking the extreme ranges of h(i):

2x10 <S< 2x106 .

The usage of concepts in characterizing the file is unknown, but

the average value is f(j)= S/N.

The remainder of this section is devoted to the examination

of several possible organizations.

M. 4. 1. 1 Plan I . In this plan a linked list structure is used. Each

linkage chain corresponds to a concept and each logical record to a document.

Figure Ml1-10 shows this. The contents of a record are simply the concept

vector for the document (all the .c, wi. pairs for which c. has nonzero

weight wi. in document ai). Record contents are shown in Figure M11-11.
ii 1

Figure 11i-1 2 schematically illustrates the method of retrieval.

For every concept in the query, a thread (i. e., a linkage chain) is followed.

Each threaded record corresponds to a document, and contains the document's

concept vector. As soon as that vector is retrieved for a document, it and

the query vector may be processed by the correlation routines, giving a

pair (a i , xV) which is a measure of the relevance of document number a.

to the query. These pairs are entered in a table for eventual ranking

of the retrieved documents.

Two refinements are possible. First, threads for different

concepts of the search query may often intersect. In order to prevent

repeated correlation of identical documents, either one of two methods

may be employed. First, a list (of unknown length) of accession

numbers previously checked may be kept In order that processing of a

document concept vector is avoided if that documnot has already been

encountered. Alternately, since the codes of all relevant concepts appear

In the concept vector of the document, if one of these is the same as the

concept naming a thread already processed then the present document may

be skipped.
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The second refinement avoids concern with a potentially large

ranking table. One can determine a reasonable maximum number of documents

for a request*, and so fix the table size. A pointer is assigned to the

smallest table entry (i. e., the ieast ralev-nt document), and then after the

table be~comres Lull uew enUxles are 14dded only If t!ht.; are larger (in terms :
relevance) than the present smallest entry.

Consider now the response expected from this organiAzation. There
are L threads to be followed, the thread~ named by- c j consicting of fti)
linked records. If it is assumed that a uniform distribution exists then

ADj = SIN, and so the number of logical record accesses is G = L(S/N).
Using the estimated ranges of b. S, and N, the value of G lies between

7 x 102 and 7 x 104 . Even witi reasonably rapid disks, the lower number

to rather high for effective operation.

(It should be mentioned that in this application one of the advantages
of threaded lists has been lost. Generally, they find their applici~tion when

the intersection of several threads to desired; then the search can be

performed on the shortest list. In this case, however, it to possible for

a document to possess a weight of zero on one of the query concepts, but

still rank sufficiently high to be a desired "hit".)

M. 4. 1. Z. Plan 2. This scheme makes use of a file of accession numbers.
inverted by concepts. If concept cj appears in document a, with weight

w 0, then the accession nvmber a1 appears in the list with name cj A
second file contains doctument concept vectors, named by their doc~vnent's
accession nmber. Figure M1-13 illustrates this scheme.

In order to service a query, for every concept in the qaery
that concept's Invrted list io accessed. For every accession number in
the Inverted list. there exists a document vector named by the document' a
Accession number, The document vector$ may be applied one at a time to

*For sytAem fiaxbility., this should be programmed parameterically.
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the correlation algorithm, which produces a value xi, to be entered with a.

into the ranking table. The ranking table overflow procedures mentioned for

Flan I may be applied,

I the query concepts are c , C then the number of recordr I  r

accesses required is:

L

G = L + f(r), and when f(r) : S/N is assumed, then

j=l

G = L (I + S/N), a result even worse than that obtained previously.

M. 4. 1. 3 Plan 3. This is essentially a refizement of Plan 2. In it the

repeated accession of the same document vector is avoided. This can be

accomplished either by forming the union of L retrieved inverted lists of

accession numbers before retrieval of any document vectors, or by

keeping a "checkoff" list of accession numbers already found and ignoring

any accession numbers already on that list.

Two extremes in the number of logical record accesses required

depend on the request vector. Either extreme is unlikely, but the actual

effect will lie somewhere between them. In the first, the intersection

of all the inverted lists named by the query concepts is null, and so no

gain results. In the second, all the inverted lists are identical, so

G= + S/N. Still, the values of G lie between 2 x 102 and 2 x 104 for the

lower extreme case and between 7 x 102 and 7 x 104 for the upper.

UL 4.1. 4 Plan 4. There is, however, an additional refinement. Un-

fortunately, it i difficult to estimate the gains that wor-ld result because

of lack of information on the contents and classification of the documents,

but the method can be outlined.

The inverted lists of document accession numbers must be

stored so that the numbers are n order. In forming the union, the primary

U'-"4
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operation is merging a list just retrieved into the existing list, so that the
generated list contains all the relevant accession numbers in order. A
single document vector requires relatively little storage--so a physical
record or "bucket" that may be accessed from disk at one time can contain
several such vectors. Suppose th~t the vectors are stored in buckets in
order of accession numbers. Then, as shown in Figure 11-14, the union

of inverted lists may be scanned in order and relevant buckets retrieved.
Document vectors present in a retrieved bucket which correspond to
accession numbers in the union inverted list may immediately be processed
and assigned their x. values; the other v-ctors are disregarded.

It can be seen that this approach can reduce the numbe7 of
accesses required since a single-access picks up at least one document

vector. Let an average of b vectors be contained in a bucket. The
analysis begins like the classical occupancy problem*. If r balls are placed
in n cells "at random"**, the probability that m cells are empty is
pr(r, n). In the present case the number of cells is the number of buckets
in the system: D/b. The number of relevant document vectors to be
retrieved is r; the number of buckt contain!:!Z no relevant document vectors
is m. Therefore, n - m D/b - m buckets must be retrieved, so

n

G (n -m)p (r. n). the expected number of accesses
nal

required to service a request. Substituting for the probability..

n n-m
nlr mV j) '.0 (n-m r . (-I

rel 20O

See reference (1M). page 91.
The probability of each arrangement is a-.

M-45
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When more information is known about the values of the variables, this

analysis may be exp",adtd. It ie reasonaiui to believe that a Poisson

distribution can be assumed, if accession numbers are arbitrarily asei d
ro documents. But further improverents are possible if the assignmez

is not arbitrary.

The term "accession number" has been used to designate sm

document identifier, and such a number may be internal to the system.

Suppose that these numbers are assigned to documents after a prelimin. .

classification pass. Just as documents that are (in some sense) relatt

are found adjacent in the one-dimensional space of library shelves, the

concept vectors for these documents would tend to be close to one anoth

and then similar documents would be grouped in the same buckets.

Obviously, this would reduce G greatly. The mapping would not group

all relev-ant documents for any request-- if it could, concept vectors we d.

not be neeied at all. But a good mapping (or concept vector transforms on)

would help quite a bit. Two preliminary suggestions for this folluw.

Using some measure of "distance" (cosine, for example), a

packing penalty matrix (3t )could be formed by the difference between tb

matrix consisting of all ones and the documaent-document dictance

matrix. Assignment of documents to buckets could then be perforned'

by use of one of the recently developed packing algorithms (34.

A second approach would be to group documents by their cowt .t

of greatest weight. This would e much simpler to Implement than the

first attack mentioned above* and it might work as well.

Mfl. 4. 1.5 Plan S. As shown in Figure M1-15, this organisation has ms
inverted file for each concept. In every file there exists both the acce on

number for every document in which the concept naming the file appe"e

with nousero weict, sad the associated document vector. Obviously,

only one fie access is required for each concept in the query vector: Go

Mn,47
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But as the inverted files are ery large, many disk accesses may be required.

For instance, assume f(j) = S/N and h(i) lies between five and fifty. This

means that every inverted file contains between 2 x 102 and 2 x 105 accession

numbers and concept vectors, and that every concept vector contains from

five to fifty nonzero concept weights and the corresponding concept codes.

Assumptions on packing of data into computer words indicate values on

inverted file sizes to range between 1 3 and 107 words each, and there are as

many files as concepts in the system.

It should be noted that for some applications, particularly when

storage with Data Cell-like characteristics is employed, this scheme

might be a good one. For instance, if the average concept appears in

2000 documents, and the average document is characterized by 1 7. 5

concepts, inverted file size is 35, 000 words.

I1. 4. 1. 6 Plan 6. This plan requires only L file accesses, and avoids

large inverted files, However, it has other disadvantages (some of which

a:e resolved in Plan 7).

Inverted files are named by concepts, as shown in Figure 111-15.

Each such file contains every accession number where the-concept appears

with nonzero weight, and the weight. So the jth such file in named c. and

contains f(j) pairs of accession number and weight. Such a pair could

probably be packed into a word; therefore, a file contains between 2 x 102

and 2 x 104 words with 2000 a likely figure.

But the set of concept vectors to be matched with the query

vector is built up by concept (column by column as shown in Ftgure M1I-16).

Ranking must be done by document, in a row by row manner. This means

that before any document may be rejected, the entire document-concept array

must be constructed. This can be huge, and since it Is constructed in a

sequence different from that of the use of Its compononts, it is desirable

to keep it all in core at one time.

111-49
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A method of overcoming these difficulties is discussed below.

U. 4. 1. 7 Plan 7. This is a modification of Plan 6, in which difficulty

of manipulation and storage limitations are evident. In Plans 1 through 5,

it is possible to obtain correlation values for documents one at a time. This

makes it possible to reject the less promising documents, and arrive at a

list of the most highly ranked documents. To modify Plan 6 in order

to achieve a si.nilar effect, the inverted files used there may be partitioned

into buckets. This is shown in Figure M-17.

Suppose that the first document-concept table is built up as in

Plan 6, but considering only a1 though aK.l, where K is a parameter

chosen as a function of available core space and disk blocking. Then

complete data for assigning correlation values for these documents may be

entered in a table no greater than K-by-L in size. The data in

this table can be processed and the ranking table formation begua. This

requires L file accesses. Next aK through aZK-l are considered, and

the previous contents of the document-concept table can be destroyed. As

this process continues, the relevant documents with lowest correlation

values can be removed from the ranking table. An additional advantage

to this method is that if a fixed size document-concept table i employed, then

the entries can be identified by position alcne.

Plan 6 would result in a value of G = L file accesses, but since

the inverted files can be quite long this might result in many more disk

accesses. In Plan 7, a sweep must be made through the concept vector file

for each partition of the set of accession numbers. But the buckets

of inverted files retrieved may be made small enough to be retrieved in

one disk access. Therefore, G < LD/K. "Holes" in the list of relevant

accession numbers reduce G fron its maximum value.

JI- 51N"
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111.4. 2 Document Clustering and File Structures for the On-Line System

This discussion treats document clustering techniques and their

applicability to the file organization problems of the On-Line System.

The usefulness of automatic classification of document collections

is widely recognized. Everyday experience yields many examples where

clustering has been found useful in a variety of retrieval applications.

For example, Doyle(15) points out that "Stores and supermarkets have

things arranged in orderly fashion... newspapers have different kinds of news

and advertisements bunched in certain sections. "1 Even the stacks in a

library, the manual information retrieval system most nearly resembling

a mechanized information retrieval system, are organized by category

to facilitate human searching of the stacks. Hints at this approach have

been made in previous sections,

The extension of the idea of classification for ease of retrieval

to mecha.nized information retrieval systems, then, Is a natural one.

Even far systems operating in ti'e batch mode, motivation for

document clustering has been found, as shown by Borko's (5) statement:

"It Is possible.., to eliminate classification entirely and
search the entire document file... However, ... this is
an inefficient search strategy. The storage of a large
collection of documents would require a number of reels
of magnetic tape, and it would be time-consuming to serially
search through all these tapes. Certainly it would be more
efficient if one could be reasonably certain that the desired
documents are all located in one place. This is precisely
what classification Is supposed to accomplish... ".

The use of on-line information retrieval systems hai intens6Uied

interest in document clustering. As pointed out by Lesser (Z7). a batch

processing system can accumulate a large number of queries, and then



search the whole document collection, processing all the queries at once. An

on-line systom, however, must process one query at a time; a complete

search of the file for each query is not economical for large document

collections. Lesser proposed the use of a two-level search, along with

document clustering, to perform the retrieval process in on-line systems:

1) find the clusters whose centroids are most correlated
with the query;

2) search the selected clusters for docur.-nts that fulfill
the query.

The reasons for using docuw.ent clustering in a mechanized

information retrieval system, then, are two: the general argument that

greater efficiency can be obtained by restricting the search size; and the

argument based on the necessity for on-line systems to handle single

queries. Because of the size of the data base to be used for this project,

manual classificaLion is impossible; therefore, the following discussion of

classification techniques covers only automatic classification.

Early techniques for automatic document classification used

a similarity matrix. For a collection of V documents, a D x D matrix

was computed, whose entries were some measure of the similarity between

two documents. The msasures of similarity used were usually symmetric,

so that about only D2/2 entries were stored. In practice, the matrices
were found to be only about 10% occupied, further reducing the number
of entries, stored to abotA D, /20. In ous experiment, a similarity matrix

with 400, 000 possible entries contained only about 48, 000 and took about

-a minute to compte(Z.

Unfortanstely, the rise of the similarity matrix glrOWe with the

squAre of the size of the document collection; the computer time required

for the necessary computations also increases at least as rapidly. Maron (34)

suggests a two-part clustering technique to avoid soms of this undesirable

groath. In Maon's technique, the documents are first preptocessed and

assigpd to a few macro catgories; in later processing runs, each macro

category is subdivided into categories.

M.54



Maron's technique undoubtedly makes automatic clustering

feasible in some marginal applications; however, the problem of rapid

growth of storage requirement and computer time requirement is merely

postponed and not avoided.

Doyle (I 5)has suggested a clustering algorithm that greatly

reduces the growth rate of storage and running time requirements as the

size of the document collection increases. This algorithm completely

avoids the computation of a similarity matrix. Starting with some initial

classification scheme, some sort of concept centraid is computed for each

cluster. Once this is done, each document in the colection is scored

against the centroid of each cluster; a new clus taring is then formed,

with each document placed in the cluster whose centroid correlates most

highly with the document's concept vector. The process is repeated until

two successive iterations produce identical clusterings. The computer

time required for thIs process varies as D loge D, where r is approximately

ten. * Core storage requirements vary lin-arly with the sise of the document

collection and the number of clusters to be formed.

Doyle's algorithm appears to be aii important advance in the

state-of-the-art of automatic document classification. However, it is not

prudent to apply Doyle's clustering algorithm indiscriminately simply because

it is an improvement over previous methods; the costs associated with

document clustering are still very high, andshould not be borne uieceesawrly.

Suppose a collection of one thousand documents can be clustered in one hour.

Then Doyle'a algorithm. requires thirteen hours to cluster a collection of ten

thousand documents, and eighty-three days for a million-docluMent

collection (13). Although eight-three days of computer time might seem a

r is equal to the number of clusters formed, if this number is held consta
throughout the process. Usin the readily dert.e relattloship loga2  In. b

logb na

Dlog DaKD In D . whereKz .
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bargain when compared to the 120 years that would be needed to perform

the same task using the similarity matrix approach, usage of such a large

amount of computer time clearly must not be undertaken unnecessarily.

A further difficulty in the use of Doyle~s algorithm relates

to its performance. It has been found that the final clusters produced by

Doyle's algorithm are strongly dependent on the initial clustering arrange-

ment. In fact, it has been suggested that for best results, the initial

docament clusters should be generated manually! (6) The design requirements

for the On-Line System preclude this.

It seems reasonable to summarize the current status of automatic

document clustering by stating that methods exist that can give satisfa.ctory

results if one is willing to pay the price in terms of computer time,

programming complexity, and possible difficulties if the initial clusters are

not sufficiently good.

The stage is now set for consideration of the clustering require-

monts for this project. The On-Line System will have not one, but three

4intinct files to which it will have access; concept vectors, bibliographic

data, and the document collection itself. The data have been separated

in this manner to permit different file structures and storage devices of

different speeds to be used for the three files, because of their widely

different access requirements.

The roles played by these three file@ are best illustrated by

an xamnation of the sequence of operations that would take place while a

user exercised the system. The user types in his query; the system then

forms a query vector. The system retrieves from the concept vector

fie all possibly relevant document concept vectors, and compares them

with the query vector, tank ing them secorftiag to their correlation

with the query vector. The user then has the option of printing various

combinations of accession numbers, titles, authors, and actual documents.

in-s6



Presumably, he would browse through the bibliographic information, then

perhaps direct one or more abstracts to be printed either at his remote

stition or at the central computer facility, and then, using this information,

reformulate his query in some manner. This process continues until the

user obtains the information he seeks. The flowchart of Figure rn-18
illustrates the major elements of this process.

The access requirements for each file are determined by the

way in which it is used. The bibliographic and document files are discussed

first, because they are the most straightforward, and then the concept

vector file is considered.

The bibliographic and document files are not used by the system

in processing a search request; therefore, their access requirements a.re

determined solely by the requirement to avoid excessive delays

for the user of the system. From the user's point of view, the Ideal system

response to a multiple-document request from the bibliographic or document

file would be achieved if printing of the requested information proceeded
without interruption once it began. Thus, at a printing rate 6if ton characters

per second, this means that the maximum acceptable access times for

the bibliographic and document files are about one second and one minute,

respectively. Of course, it would be desirable to be able to retrieve the

first document to be printed in less than one minute, if this can be done at

a reasonable cost.

The access requirements for the bibliograph-: andc document files,

then, are not difficult to satisfy. The concept vector Ale. however, has

very different access time requirements, that pose a far more difficult

problem in system design. It is not sufficient to set some arbitrary

standard for the retrieval of auy single vector; the requirement must instead

be stated in terms of groups of vectors. To illustrate this. suppose it

is desired to have the system respond to a query wtbin ten seconds. Su "ose

also that the worst case processin of a query m'iy necessitate the compariaso

of a query vector with three thousand concept vectors. If the access
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requirement is expressed in ternis of single vectors, the average acces

time for any vector must be less Ofan three milliseconds! Clearly this

is unachievable. If the concept vectors to be processed are retrieved it

ten groups, however, the average~ access tirrie per group-becomes one

second. This goal is more reasonable~. The only problem remaining is
* the selection of a file organization to guarantee that all relevrant concept

vectors will appear within a small number of groups.

I. 4. 3 Selected File Organization-

The different access time requirements for the three files

that make up the on-iine system suggest that the three files might be

located at three different levels of a hierarchical storage system. The

concept vector file must be stored in the quickest-access devic*' availa4

or else replicated on a slow-access device; the bibliographic data can b

stored in a slower storage device, and the document file can bt stored i
a n c-en slower device. Thus, if the on-line system were to be iznpleui -ed

on a c..mputer syatemn with a number of different levels of auxiliary

* storage, cost savings could be achlcvcd by storing the. massive datta bat
on a slower-speed device than the one used fez, the concept vector file.

Unfortunately, the peripheral complement oi- the computer re

quires that all three files be atored ov disk. The access speed requires itsa

Imust be met by f Ile structure design alone. The bibliographic anad docut nt

files can be organized on dirk~ by accession number; access to azy roc C4

will be within the requiremenUr.A.*it appears at first glance that the be st way to orgawfs* the
joncept vector file is to use one of the documlent clustering algorithm#.

discussed above to place related concept vckocrs ci,,se to one another.

Unfortunately, howtvow, these clustering algorlthos do lint guarantee t0

all concept vectors that. may be relevant to a given query veckor'willhe

-- located lik a reasonable number of clasters. It a query vector is siaffit 'iy

m.5 9
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uncorrelated with every cluster center, the concept vectors that are

highly correlated with the query vector will be distributed throughout

a large number of clusters, requiring a large number of file accesses,

This possibility is most undesirable. Even more undesirable, however,

is the possibility that the system may fail to retrieve a relevant document

in this situtation. Therefore, this method of organizing the concept

vector file must be rejected.

This rejection of the use of a clustering algorithm for the

concept vector file does not imply a criticism of the use of these techniques

for their intended applications; rather, it is simply a recognition that the

concept vector file is not similaz enough to these applications to use

the same file organization that is excellent for the application of a heuristic

retrieval technique, that will retrieve most of the desired documents

within a short timte, most of the time. This application, however, requires

an algorithmic retrieval technique; every concept vector that may be

highly correlated with the query vector must always be retrieved within

a specified time. A file organisation that achieves these goals has been

develop-d.

The organization recommended for the concept vector file fulfills

the dual requirements of rapid and exhaustive retrieval of all desired

concept vectors. The selected organization is a modification of Plan 5 of

J-1 Section M. 5.1. There will be one inverted file for each concept; the

concept narlig the file appears with nonzero weight, and the concept vectoz.

Only one file access will be required for each concept in the query vector. If

the average number of nonzero concepts per concept vector is j, the file

of concept vectors will contain N = JD entries, where D Is the number of

documents in the file. For j f 3 and D 40, 000, N = 2, 000, 000; if each

record is stored in twenty words, then 40, 000, 000 words of random-access

storage will be required for the concept vector file.

As mentioned in SectionKll 5. 1, Plan 5 has two major drawbacks;

each inverted filc may require everal disk accesses to retrieve it, and the

M.o
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storage space occupied by the entire file is rather large. This organization

is obviously best suited for use with a Data Cell or similar storage device;

moreover, since a Data Cell is normally required for the economical

operation of a large data base information storage and retrieval system, it

is not unreasonable to use a small portion of the Data Cell's storage

capacity for indexing information.

The RADC computer is not equipped with a Data Cell type device.

This can be overcome by simulating the desired file structure using a

linked list. Each inverted list will be simulated by one linked lisL; therefore,
only one copy of each concept vector will be stored on disk. Clearly, a

sacrifice'of execation efficiency has been made in order to adapt the Kle

structure to available hardware; however, even this arrangement will

permit an evaluation of the basic ideas that form the basis for the design

of this system.

Section 111. 4. 2 suggests file structures for the on-line system,

contrasting the organization suggested for the concept vector file with

previous clustering techniques. It is also useful, however, to evaluate

the suggested organization's performance as a clustering method. Further,

because the on-lint system can be used for experimentation with various

clustering methods, the suitability of the recommended file structure

as a test bed also must be considered.

To compare the concept vector file structure with previous

clustering techniques, a look at the objectives of previous work is useful.

Typical ix the discussion by Ide et. al. (23) in ISR- 1Z:

"if 100, 000 documents could be usefully grouped into 1000
groups of 2000 documents each, . , ., only about 3000 comparisons,
as opposed to 100, 000, would be needed to find most of the
documents relevant to a given query."

This statement implies that the clustered document collection will be about

twenty times the size of the original, or that an average of twenty copies

of each item in the collection will be made.

Ino 61
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How does the concept vector file structure recommended above

compare with these goals? The following analysis enables a comparison

to be made. The notation used here is that of Section 111. 4. 2, with the

addition of a few parameters.

r(i) the number of copies of the concept vector of the ih
document in the clustered concept vector file.

B the number of words of storage in one physical record.

E the number of words of mass storage occupied by the
corncept vector file.

P the number of concept-weight pairs per word.

k(j? the numberof physical records required to contain
the inverted file j.

t (.) the number of ph) sical accesses needed to process a
request of I concepts.

g (Q) the number of correlations needed to process a request
of I concepts.

V. a concept vector; that is, a set of concept-weight pairs.

In the file structure suggested above, the clustered file wi!l

consist of N lists inverted by conrepts. * Thus, each inverted list is

associated with a unique concept, and can be named by the c. associated

with that concept. The number of entries in inverted list c. is equal to

f(j), the number of times the jt concept occurs in the entire collection.

Thus, the concept vector file will contain one concept vector for each

concept occurrence in the original concept vector collection. Thus,

the number of concept vectors in the file is given by

N

S f(j).
j=l

The number of copies of each concept vector in the file is given by

r(i) = h(t),

* To distinguish between the entire file and the group of all concept vectors
containing a given concept, the terms "file" and "list" are used, respectively.
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so the average number of copies of each concept vector is
N

f (i)
= =l s

i N = TI"

The size of the concept vector file can now be evaluated. The size is

given by

D
P

f(j)2 D S2D

P N ZP

Estimated values for P and D of 2 and 40, 000 respectively, can

be given with some confidence. It is more difficult, however, to estimate

f(j) without additional experience with the data base; 30 baa been selected

on purely intuitive basis. This would mean that the concept vector file

would occupy 18, 000, 000 words of mass storage. * Note, however, that

the uncertainty in the estimate of f makes the estimate of E very

uncertain, because E varies as the square of W.

Now that the size of the file has parametrically been determiaed,

what is its performance? More specifically, how many physical accesses

to the file are required to process a query? 'Inverted file c. will contain3
f(j) concept vectors. Thus**

k(j) =Irlj) + I

D B P

whe re tr(j) P (i, i) h(i) andot jii ) 1 C C.pwj (V1i & W j > 0

i~l 0 othe rwis e.

- This can be reduced by simulating the inverted lists with linked lists.

** Note to[xl is used to denote "the smallest integer not less than x".
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To compute the average for k(j), the average probability that

I(i, j) = 1 for some i is given by h(i) In the average, then, i(j) becomesN "

N

and therefore

_21
k(j) = hiIBPN
Now it is possible to obtain numerical estimates for V--j'. Using

100, 2, and 1500 for B, P, and N respectively, the estimate for'?) is

k( = I,

which merely states that most of the inverted lists will fit into one physical

record of 100 words. This means that the number of physical accesses

needed to process a query of A concepts is approximated by, on the average,

Now that the necessary estimates have been found, the character-

istics of this file structure can be compared to the general goals outlined

by Ide et. al.(23) in ISR-12. Figure mI-19 summarizes the overall

characteristikcs of the technique suggested by ISR-I Z and this report.

The ratio of file size to original collection size is similar for both methods,

as is the number of groups. The number of comparisons to service a

query is much lower for this organization, but the meaning of this comparison

is not clear because ISR-12 does not give the assumptions on which their

computations were based. In general, then, the proposed file structure has

somewhat more groups and makes somewhat more copies of each concept

vector than might be ideal for a clustering algorithm; however, it i probably

* This is an approximation because there will be some inverted lists that
will not fit into one physical record; meaningful estimation of the number
of such lists is not possible at this time.
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ISR-12

File Size
Collection Size 20 30

Number of Clusters 1000 1500

Number of Comparisons 30
to Service a Request 300 0

Coilaction Size, Document 100,()00 40,000

Figure M-19. Comparison of Clustering Techmnqu.S
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more efficient in terms of the number of comparisons that must be

performed.

It is not surprising that the overall performance characteristics

of this structure are qualitatively similar to what might be achieved with

a clustering algorithm. For although this file structure appears to be a

simple inverted list organization, and superficially resembles coordinate

indexing, in reality the information developed by the occurrence

correlation process has been used to organize the collection into groups.

This is an economical way to perform document clustering; concept

identification and document clustering are conceptually identical processes.

Because both processes are quite lengthy, it is worthwhile to perform

both operations as one process.

The suggested file organization must also be useful as a

portion of a system that is itself a tast bed. Thus, this particular file

organization must have some usefulness itself for testing purposes, as

well as permitting other file structures to be tested.

This file structure has one main characteristic that distinguishes

it from nearly every other structure; every concept vector that could

possibly have nonzero correlation with the query vector will always be

accessed. Thus, this organization can be used as a standard to test other

structures. Recall has been tested in the past by obtaining all relevant

documents through painstaking manual searching of the "ata base; in this

case, changes in recall due to variations in the file structures can be

meamired by runninj the on-line system with this structure, and then

reloading the file with the test structure, and inserting the same queries.

The system's compatibility with various file structures Is a

pl'tnming detail and not a ftII structure characteristic. This structure

sMhid., of course, be set up with a cantroid for each cluster; the centroid
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will be a concept vector with all entries xero except for the concept naming

that cluster. The system will retrieve by first scanning the centroids;

only the centroids of the concepts in the query will correlate at all with

the query. In this manner, the inverted list structure will be compatible

with other clustering methods.
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j SECTION IV

MAN-MACHINE DIALOGUE

The heart of the On-Line System is the software module which

governs coyrriaurications between the user and-the system. This module--

the dialogue processor- - also performs theoexecutive function of the

On-Line System. It calls on the routines which perform stem analysis,

retrieval, ranking, dictionary lookup and all the other functions. it

solicits queries and cor-nniands from the remote user, causes search

queries to be executed, and reports and stores the results and generally

leads the user through the array of tools available to him in his searchingit of the data base. The dialogue processor is, therefore, a communications
package, a training aid, a file building program and an executive program

all in o~ne.

IV.lI General Design

The dialogue processor i4 designed, insofar as its functional

characteristics appear to the user, with the overriding concept thatI different users of differing ability, needs, familiarity and goals will at
various timcs attempt to use the system. In order for theae attempts to

succeed, the system must be geared to the user. The experienced user

will not tolerate the delays incurred as lengthy tutorial me~ssages are

printed at the Telet)pe terminal; the inexperienced user will flounder without

them. The inexperienced user wants to be led through the operation of the

systern; he does not, however, wish to be asked questions about optional

employment of system functions with which he io not familiar. On the.
other hand, the experienced user wants to bG able to marshal every last

resource of the system. Finally. the inexperienced user should not be

kept in fa cocoon forever, and he must be at least given the opportunity

to obtain an explanation of the various available features of the system.
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IV. 1. 1 Flowchart Notation

The flowcharts in this Chapter are somewhat lengthy, so h

following convention has been made in order thiat the reader may find the

location of remote connectors. Connector names are of the form "xx-nn",

where the 11=11 portion i3 a numeric connector designator for the minor

entry points or a mnemonic designator fcr major portions of the dialogue

processor. The sheet of flowchart on 'which the entry point is located is

sheet number "nin".

Conventional flowchart symnbols are used with one excepticn.

For brevity, when the use~r is asked a question which may be answered

"yes" or "no", the input /outpur symbol also indicates the result.Ing branch

lia control flow; e. g.;

Pn

Figure IV-I. Input /Output/ B3ranlch Comnbination

IV. Functional Descrigfion of the Bas~c Dialolue Processor

rhe fundamental mnethod of operation is embodied in the concept

of a Wr seqace. Initially, the user sets up a retrieval command

based on words. Hie is then given the opportunity to inspect the results

of the retrieval, to modify the query or to discontinue the query sequence.

Daring such a query sequence, a file of retrieved documents is Nfflt up.

Ths, thee basic aptiabs available to the inexperienced user are:

"END" Termninate this search query sequence In order
to start a new sequence or sign off.
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"MOD" Modify or replace the present query and continu

the present query sequence.

")OC", Print data for documents retrieved during this
sequeuce, or any documants of known accession
number. The user !s given a choice of the data
to be printed.

Ten other options exist, and some of these are actually entero

automatically for the inexperienced user.

While building the temporary file, the user can delete irrelsv t

ducuments. Since the file is built up by the process of executing differ.

retrieval requests, the re-retrieval of documents already retrieved one

during the sequence may be inhibited at the user's choice.

If bibliographic data for a document have been printed once

during a single query sequence, it is unlikely that the user will want the

data printed tgain. Such printing is inhibited, but the user (eveu the

inexperienced user) can override this inhibition.

In addition to the various options available, therye are several
l~modes of operation. An exi-nple to the "terse" mode, in wohich messae

printed for the user are in an abbreviated form. The inexperienced

user operates in "normel" mode, and need not concern himself with thie

other tvailable modes.

IV. Z. l The Temporary File

Every time a retrieval is successfully executed during a quet

sequence, information concerning the docunments retrie';ed is added

to the temporary file. The highest-rnked documents are placed firsC*'

cozrtinuing until all retrieved documents have been placed in the tt of

tha file i. full. The file capacity is 50 documents. Before a retrieval

is executed, the user is inrmed that the file is presently empty, or

informed of the remaining space and asked if additionS Space is rqia'eV

or told that the file is full and that additional space must be crested.
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During any query sequence, each retrieved document is assigned

a temporary identification number. This number is used only for convenience,

since it is much shorter than the document's accession number. The user *

may need to specify a document for deletion from the temporary file, for

the printing of aibliographic data or of the document itself, or for document-

docurnent correlation.

The temporary file contains only the following information:

1) Accession number;

2) Temporary identification number;

3) Flag indicating if the last executed retrieval
retrieved the document;

4) Flag indicating if the bibliographic data for the
document have been printed and the printing inhibitioi
not removed;

5) Correlation obtained during the last retrieval of the
document;

6) Rank obtained during the last retrieval of the document.

In addition to the temporary file, there is a list of documents

whose retrieval is excluded. These are documents which have been

retrieved at least once .;uring the retrieval process, that the user does

not want to re-retrieve.

IV. 2. 2 The Querl Types

Initially, a set of q.ery .;ords is entered by the user. A file

containing these words, their stems and weighted mapping into concepts

is established. For additional retrievals during the query sequence, the

file may be cleared and a new query entered. Or words may be deleted,

added or replicated, building on the initial query.

After a retrieval, the query concept vector is retained. If the

next retrieval is based on query words, the query concept vector is simply

IV-4
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cleared and a new vector constructed .rom the query word file. In the

case of document-document correlation, the user may either build on

the existing query concept vector or generate an entirely new one.

It is also possible for the user to manipulate the query concept

vector directly,

IV. 2.3 Levels of Document InCo mation

Information concerning documents is available on three levels.

First is the temporary file information, obviously available only for

documents retrieved during the present query sequence. The only

permanent information in the file is the document's accession number.

There are also the bibliographic data, with such elements as

author, title, date, etc. These data may be printed in a relatively short

time, and the user may obtain them for either docuznents in the temporary

file or for any other document whose accession number is known.

Finally, there are the documents themselves. These can be

obtained in the same manner as the bibliographic data, and, of course,
are comparatively lengthy. (In the presently contemplated data base,

the "documents" are in fact abstracts of other documents.)

IV. 3 Operation of the System by the Inexperienced User

'rhe flowchart TYRO (Figure IV-2) indicates functionally

how the man-machine dialogue would appear to a uier who uses only

the options "MOD", "DOC", and "END", and operates only in normal

mode. That is also described in the text below.

When the user first enters the on-line system, he is asked if

normal operation is desired. An answer of "NO" results in a request for

mode flag settings and an option selection, but here it is assumed that

normal operation is indeed wanted. The user is then directed to enter

initial query words.
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If any words in the initial query are neither common nor

found in the dictionary, they are listed for the user's information. If either

none of the query words are in the dictionary or the query results Iu the

retrieval of no documents, the user is so informed and asked to enter

another query.

When a successful retrieval takes place, the user is told

how many documents were retrieved. The accession numbers of the

documents are placed in the temporary file. The system then, without

questioning the user, starts to print more detailed information about the

documents in the temporary file. For each document, the accession

number and temporary identification number are printed. Then & check

is made to see if bibliographic data for the document have been printed

previously during the query sequence- -if not, the bibliographic data

are printed. In the former case the output for a document occupier

only a single line.

Clearly, users will infrequently want such data printed for

the entire set of docim~ents in the temporary file. On the other hand,

in order to niodify his query intelligently, the user must have some

idea of what he has retrieved. After the data for five documents have

been printed, the user i4 asked if more documents are wanted. If they

are, five more are printed.

When either all the data fcr the documents in the temporary

ft~e have been printed or the user has decided he has seen encugh, he

is asked to enter an option name or, in order to get a brief explanation

of the options, "HELP". A cry of "HELP" from the user results in theII
printing of descriptions ot MOD, DOC and END options. Now, since it i

not the desire to keep the inexperienced user from learning trore about the

system, he is ' if he wishes to see similar explanations of the

remaining ten options, and if he does these are prir.ted. (Similarly,

if he attempts to use the option CHG, he is asked if he wishes to see a

list of the modes available.)
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The user is again asked to enter an option name. Any legitimate

option name will be accepted, but this section is concerned with oniy

the basic three. An illegal option name will result in an error message

and a request for an option name or "HELP", so that a user who mis-

remembers a name is taken back to the point where aid is available.

The END option, shown on flowchart sheet TYRO 3, causes the

user to be asked if he is through with the retrieval system. If he is, the

system is shut down; if not, an entire new query sequence is initiated.

The DOC option (TYRO 4) allows the user to obtain more

information about the docu.nents presentloy in the temporary file, or

any other documents for which.the accession number is known. The user

is first asked if he wants only bibliographic information for documents in

the present temporary file, with information previously printed suppressed--

just as results after an initial query. If he answers "YES", these

data and the temporary file data are made available, with the question
"MORE" following every five documents in the bibliographic section. It

is expected that this would be done by a user who printed only a small

part of the bibliographic data immediately following a retrieval and then

wants to obtain more of it.

f the last-mentioned question is answered "NO", the user

is asked to specify a document or document set of intereit to him. He may

do so by entering a single accession number or temporai y identification

number. or a range of temporary identification numbers, or the word
"ALL"' to signify all the documents in the temporary file. An illegai

en-try results in a more detviled explanation of the format required and

a request that the user try again.

For each document specified, the accession number is first

printed. If the document is in the temporary file, the following are

printed: its temporary identification number, rank and correlation on

its last retrieval, whether or not the last executed retrieval retrieved

IV-14
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the document, and whether or not the bibliographic data for the docun

have already been printed.

If the document is suppressed from ftiture retrieval, this fa

is stated. Bibliographic data are printed if they have not. been printed

before; if thcy have, the operator is asked if they are to be printed aga

and the appropriate action is taken. Next the operatoz is asked if the

document itself is to be printed, and prints it in response to in answe-

if there was only one document specified by accession

number or temporary identification, the user is given the opportunity

specify more. The process continues as above if he does, or request

an option name if he does not.

Printing an entire document may take some time. so ever if

a set of documents has been specified the user is asked if he wishes to

continue after the printing of a document. Similarly, the user is asker

if he wishes to continue after the printing of any information from five

documents. A negative reply in either case results in a request for an

option name, or the specification of other documents to be examined.

The MOD option (TYRO 5) not only allows the user to modify

or replace his query, but it also aitomatically transfers the inexperies d

user to sections of other options in order to delete* untrs from the

tempo-ary file (if desired or required) and perform retrizval**. Upon

entrance to MOD. the user is first asked if document-document correli -

is to be used as the retrieval method. (Recall that he has started with

query wa>rds and already retrieved some documents.)

DEL
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If both document-document correlation is chosen and the

last retrieval performed was also based on document-document corre-

lation, the user is given the option of building on the concept vector used

in the previous retrieval or starting afresh. He then builds or adds to

a query vector by specifying any number of documents by means of single

accession numbers, single or ranges of temporary identification numbers,

or all the documents in the temporary file. After indicating that no more

documents are to be used for the search, the user is asked if he desires

to initiate the retrieva. .

The point at which the user is asked about starting the retrieval

can be reached by another path, which is started when the user rejects

document-document correlation. The words forming the last query
performed on a query word basis have been retained (with their sterne
and concept-weight mappings), so the user is given the choice of retaining

and buildiig on them or erasing them and building anew set of query words.

The system is so designed that a user can inspect, modify and again

inspect the set of query words, ari so ue user is asked if he wishes to

inspect or modify the set or not. A nc gative -swer causes the user

to be asked if he wishes to initiate retrieval.

If the user indicates that he does wish to inspect or modify the

set of query vector words, the present set (with stems and concept-weights)

is printed and he is then asked if he wants tp add or replicate any words.

If he does, he is asked to enter the words. Any noncommon, nondlztionary

words are reported to the user if they are entered, and he is again given

the chance to add or replicate words. The user is then given the opportunity

to delete words, and informed if he attempts to delete any words not

present and allowed to try again.

Next the usei is given the opportunity to inspect the query

concept vector diractly, and if he so elects it is printed, He may add

signed concept number-weight pairs, and is informed of any illegal

concept numbers that he attempts to enter.
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Use of the above three methods of query vector modification,

or some combination of them, eventually leads the user to the point where

he is asked if he wants a retrieval performed. It is possible that he wants

to return to the point of entering an option name- for example, he might

want to have some additional document information printed, and then

return to building a document-document correlation query. In such an

event, he would answer the question about initiating retrieval in the

negative.

When the user indicates that he does want to perform a

retrieval, the dialogue processor determines if the query concept vector

is null. If it is, the user has obviously become confused, and he is

given the opportunity of either starting .a new query sequence or resuming

the present sequence with a new option name.

Assuming that a retrieval is requested and the query vector

is not null, the user is informed if the temporary file is empty. He

is asked to specify if documents previously retrieved during the query

sequences are to be excluded from re-retrieval or not, and he is asked

if printing of bibliographic data already printed once should be allowed

or suppressed.

If the temporary file is full, the user is told that he must

make space for the documents to be retrieved; if it is partially filled

he is given the opportunity to delete documents. Documents to be deleted

are specified by accession number, temporary identification number or

range of temporary identification numbers. Alternately, the entire temporary

file may be deleted.

Then, in order that the user may identify contents of the

temporary file with the particular queries retrieving them, he is informed

of the starting temporary identification of the documents to be retrieved,

and the retrieval is performed.
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If no documents are retrieved, the user is so informed and

asked to enter an option name or "HELP". If the retrieval is successful,

the system continues just as if does after a ouccessul initial retrieval.

1V. 4 Additional Options and Special Modes of Operation

In Section IV. 3, the essentials of the system required by

the inexperienced user are described. The present section is concerned

with additional system features, which allow the more experienced user

to bring to bear the full power of the system and to operate with total

flexibility.

When an option name is requested, any of the following may

be entered:

"HELP" Not truly an option, this aids the user in the
selection- of the appropriate option name.

"END" Terminates the present query sequence in
order to initiate a new query sequence or *

sign off.

"MOD"1 Modifies or replaces the present query, but
continues in the present query sequence.

"DOC" Prints information concerning documents, both
documents retrieved during the present search
query and any documents of known accession
number.

"OFF" Prints bibliographic data and documents
off-line.

"CHG" Changes the mode of operation (sequence
termination not required)

"CON" Inspects the concept vectors of documents.
*"RET" Executes the present ret,-ieval request.

*"DEL" Deletes unwanted documents retrieved during
the present query sequence.

Inspects the existing query.

*"1CLR" Erases the existing query.

*"1WRD" Adds or deletes query words.
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;; 'DDCfl Performs docunent-document correlation.
*-' WGT" Performs direct manipulation of query concept

vectors.

• (Options marked with "*" are normally called by the system

for the inexperienced user.)

Section IV. 5 may be consulted for more information on these

options.

In addition to the options selected during a query sequence,

a user may set various modes. The inexperienced user will take the

default specification in which all modes are deselected, while the more

experienced user may select one or more of the following:

1 Select terse dialogue.

2 Skip formation of initial query from words in query
sequence.

3 Make available statistical analysis of query.

4 Make available statistical analysis of retrieval.

5 Assume sophisticated user.

Selection of the first mode results in terse, rather than verbose,

messages being addressed from the system to the user. Most messages

exist in two forms, and the terse form is used by experienced users.

The second mode skips initial query formation, and lets the user select

an option name immediately after signing onto the system.

If the third mode is selected, the user is asked if he wishes to
see the words, stems and concept-weight pairs forming a word-based
query. These data are available for printing before the query is executed.

Also, he ran elect the printing of the query concept vector itself. Although

these options also exist under MOD, mode 3 makes them available for

analysis of the initial query. Note that this mode does not cause the

data to be printed, but simply gives the user the option of printing them.
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Similarly, mode 4 is provided so that the user may be asked

if he wants the contents of the temporary file (accession number,

temporary identification number, rank and correlation when last retrieved,

print suppression and whether or not the last executed retrieval

retrieved the document) inmmediately after each retrieval. These data

are otherwise available, bit mode 4, like mode 3, provides a convenience

for the serious student of the system.

Mode 5 simply causes "HELP" to result in the printing of

the descriptions of all options, not just the basic three.

IV. 5 Detailed Description of the Dialogue Processor

The preceding sections of this chapter are concerned with

the general functional characteristics of the dialogue processor. This

section is twofold in purpos ,, as it presents a detailed structural descrip-

tion of the processor. This is both the final document of the processor's

functional appearance and its description from a point of view of design

for implementation.

One topic -- a set of subroutines required by the dialogue

processor -- is covered briefly in the subsection imnmediately following

and in greater depth iW Section IV. 6.

IV. 5. 1 Three Subroutines - An Overview

Three subroutines are essential to the operation of the

dialogue processor. Subroutine OUT prints fixed messages at the

remote terminal; YESNO reads the reply to queries which are

answered by the user and NUMBER determines the identification of a

document or set of documents.

A call to OUT(J) causes the jth standard message to be

printed at the remote terminal; a status i.-dicator is returned in j (see
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Section VII. 5. 3). Many messages exist in both terse and verbose forms,

and if both a terse flag is set (in system common) and a terse form

exists, it will be printed rather than the more lengthy form. In flow-

charts, symbols like that of Figure IV-3 are used. The call shown, for

example,

Print 4

Figure IV-3. Printing a Fixed Message

would cause OUT to print message number four. Section IV. 5. 2 lists the

messages; "REFERENCED DOCUMENTS DO NOT EXIST." would be

printed unless the terse mode were selected, in which case "INVALID."

would be printed.

Subroutine YESNO is used for the many binary decisions

required of the user. They must be answered either "YES" or "NO";

"this subroutine reads a string from the remote terminal and sets its

argument to one if "YES" was read or zero if "NO" was read. The

sophisticated user is allowed the word "OPTIONS", which sets the argument

to minus one; any other response causes the system to ask the user to

'ANSWER "YES" OR "NO".', and await input.

At several points in the dialogue, the user identifies epecific

documents. Those documents that have been retrieved during the

present query sequence have temporary identification numbers. Any docu-

ment has, of course, its permanent accession nimber. Subroutine

NUMBER (FI, ARG) is used to return a status flag and accession

numbers.
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The user specif'es documents in the following ways to NUMBER:

A single temporary identification number

(e.g. , "13");

A range of temporary identification numbers
(e. g. , "1 0.-1 3");

The word "ALL" for all documents retrieved during
the present que:y sequence an ' not subsequently
deleted.

I Fl must be aet to zero prior to the first call on NUMBER;
A it is an integer. When called, NUMBER returns with Fl set to indicate

status as follows:

F1 =0 The dIser has indicated that he wishes to
specify no further documents at this time.
The contents of ARG are meaningless.

Fl=-I The accession number of a single specified
document is contained in ARG. The user may
wish to specify more documents, so the calling
program should return to NUMBER after
processing the document specifie6 in ARG.

F1>0 The user has specified a sequence of documents.
The accessio4 number of one of the documents
i scontained inARG, and Fl .., as ARG
specifies the first, second, ... document in the
sequence. The calling program should continue
to return to NUMBER if additional documents in the
sequence are required. NUMBER will return
with Fl = 0 if the sequence is exhausted. If
the calling program is to terminate the sequence
early, it can do so providing that the next call
(for a new document or document sequence)

~specifies FI : O.

IV. S. 2 Fixed Messages to be Printed at the Remote Terminal

Figure IV-4 shows the messages generated by the dialogue

processor. Messages one through six are used by YESNO and NUMBER,

but are also available to the main routine. Whenever the terse form of

a message exists, it is denoted by the letter "T".
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1, ANSWER "YES" OR "NO":

IT. RETRY.

2. ENTER TEV. ID (SINGLE OR RANGE), ACC. NO. OR "ALL": =

2T. IDENTIFY DOCUMENTS: =

3, MORE?

4. REFERENCED DOCUMENTS DO NOT EXIST.

4T. INVALID.

S. LJCORRECT FORMAT. USE FOR EXAMPLE "13" FOR TEMP. ID. NO. 13; "13-33" FOR
TEMP. ID. NOS. 13 THRU 33 INCLUSIVE: "A00013" FOR ACCESSION NO. 13; "ALL"
FOR ALI DOCUMENTS RETRIEVED IN THIS QUERY SEQUENCE.

ST. FORMAT ERROR.

6. NO DOCUMENTS IN TEMPORARY FILE. THEREFORE, ONLY ACCE-SION NUMBERS
CAN BE USED TO SPECIFY DOCUMENTS.

4T. TEMP. FILE EMPTY.

7. IS NORMAL OPERATION DESIRED?

8. SKIP INITIAL QUERY?

8T. SKIP INITIAL?

9. ENTER WORDS FOR INITIAL SEARCH QUERY: m

1o. THE FOLLOWING ARE NOT USEFUL WORDS FOR RETRIEVAL FROM THIS
COLLECTION:

wr. WORDS NOT IN DICTIONARY.

I1. NO USEFUL WORDS REMAIN. ANOTHER INITIAL QUERY IS REQUIRED.

liT NO WORDS-RETRIEVL ABORTED.

12. DO YOU WISH TO CONTD.IUE IN THE SAMW MODE?

12T. SAME MODE?

13. DO YOU WISH ro TERMINATE USE OF THE SYSTEMt

13T. QUIT?

'Figure IV-4. Message*
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14. MODE FLAGS ALL OFF. IDENTEFY NUMBERS OF FLAGS TO BE SET ON,
OR IV' FOR NORMAL MODE:=

is. DO YOU WANT TO SEE AN ANALYSIS OF YOUR QUERY?

1ST. PRINT PRSNT?

16. QUERY WORD STEM WEIGHT ... STEM WEIGHT

17. DO YOU WANT TO SEE THE QUERY CONCEPT VECTOR?

17T. PRINT QUERY VECTOR?

Is. STEM WEIGHT STEM WEIGHT ... STEM WEIGHT

19. AT LAST 50 DOCUMENTS MEETT!hE SPECIFICATIONS FOR THE PRESENT
QUERY.

19T. NO. OF HITS > - 50.

20. ThE NUMBER OF DOCUMENTS MEETING YOUR SPECIFICATIONS FOR THE PRESENT
QUERY IS

20T. NO. OF HITS

21. DO YOU WANT A PRINTOUT OF THE TEMPORARY FILE?

21T. PRINT TEMP?

22. ACCESSION NUMBER, TEMPORARY L D., CORRELATION, BIBLIOGRAPHIC DATA
PRINTED BEFORE, RETRIEVED LAST QUERY, RANK ON LAST RETRIEVAL (Printed as
co~lumn headinip.)

a22T. TEMP. ID. CORR. COEF. PRINT BEFORE RET. LAST PREV. RANK (Printed its coluran
headiv4s.)

23. DO YOU WANT NIDLOGRAPHIC INFORMATION FOR SONS OF THE RETRIEVED
DOCUMENTS?j

W. PRINT 31310?

3. PREVIOUSLY PRID.=

24T.

35. BIBLOGRAPHIC DATA FOR ALL THE TEMPORARY IF DOCUNMNTS HAVE BEEN
PRINTED.

WT. IHATIS ALL4

Figurei IV-4. Moorage$ (Cont'd.)
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26. ON-LINE RETRIEVAL SYSTEM SICNING OFF. (Line feeo, fim feed)

27. ENTER NAME OF OPTION (OR 'P" TO SEE IF THE LIST OF AVAILALE
OPTIONS)t=

27T. OPTION:=

28. OPTIONS AVAILABLE ARE:

"END" - TERMINATE THIS SEARCH QUERY SEQUENCE FOR STARTING A NEW

SEQUENCE OR SIGNING OFF.

"MOD- MODIFY OR REPLACE THE PRESENT QUERY AND CONTINUE THE
PRESENT QUERY SEQUENCE.

"DOC" - PRINT DATA FOR DOCUMENTS RETRIEVED DURING THIS SEQUENCE OR
ANY DOCUMENTS OF KNOWN ACCESION NUMER.

28T. "END", "MOD", "DOC".

29. "OFF" - PRINT DOCUMENTS OFFLINE.

"Cml" - CHANGE TME MODE OF OPERATION (QUERY SEQUENCE TERMINATION

NOT REQUIRED). A LIST OF MODES IS PROVIDED.

"CON" - INSPECT THE CONCEPT VECTORS OF OOCUMENTS.

*"RET" - EXECUTE THE PRESENT AEThIEVAL REQUES r.

*"DEL"- DELETE UNWANTED D'CXUMETS RETRIEVED DURING THE PRESENT
QUERY SEQUENCE.

*"ISEE"I - n'SPECT THE EXISTING QUERY.

0"CLR" - ERASE THE EXISTIN, QUERY.

*"WRD" ADD OR DELETE QUERY WORDS.

*"DDC" - PERFORM DOCUMENT4XOCUMENT COIELATION

*"WGT" - PERFORM DIRECT MANIULATION OF QUERY COCM" VECTORS.

(OPTIONS MARKED WITH "- ARE NO&MALLY CALLED AUTOMATICALLY rOR THE USR
BY TPE SYSTEM.)

29T. "OFF", "CHG", "CON", "RMT", "DEL","SEE" "CLR", "WRD", "DOC", "WGT".

30. OTHER OPTICNS ALSO ARE AVAILABL DO YOU WANT A LIST?

30T. MORE?

Figure IV-4. Missages (Cont'd.)
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31. THE OPTION NAME YOU ENTERED DOES NOT EXIST.

31T. INVALID

32. PRESENT SEARCH QUJERY SEQUENCE TERMINATED. A NEW QUERY MAY BE INITIATED AT THIS
TIME OR YOU MAY SIGN OFF.

32T. SEQUENCE KILLED.

33. CONTINUE PRINTING FROM THIS SPECIFIELr GROUP?

33T. CONTINUE?

34. DO YOU WANT AN EXPLANATION OF THE AVAILABLE MODiS?

35. MODES ARE NORMALLY "OFF", AND CAN BE TURNED ON BY TYPING IN A FLAG NUMBER
OR SEQUENCE OF FLAG NUMBERS, SUCH AS 1,3, S". FHE FOLLOWING MODES ARE
AVAILABLE-

FLAG NUMBER ACTION

I SELECT TERSE DIALOGUE

2 SKIP FORMATION OF INiTIAl QUERY
IN QUERY SEQUENCE FROM WORDS.

3 MAKE AVAILABLE QUERY WORDS, STEMS,
CONCEPTS BEFORE RETRIEVAL

4 MAKE AVAILABLE TEMP TABU, CON TINTS

-. FTER RETRIEVAL

ASSUN- ANY OPTION MAY BE USED

3ST. I TERSE, i - SKIP INITIAL, 3 QUERY ANALYSIS, 4 RETVI!VAL A,,ALV'IS, S ALL OPTIONS.

36. SOME DOCUMENTS ARE TO &E DELETED FROM THE TEMPORARY Fit.

36T. DEElTE ACTIVL

37, BEFORE THE PRESENT RETRIEVAL IS PERFORMED.

37T. REFORE RETRIEVING,

1 YOU MUST SELECT THE DOCUMENTS TO BE DELETED.

3iT. SELECT.

39. ACC- NO, CONCEPT- W -IF4T PAIRS

Ftgure IV-4. Messages (Cont'd.)
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39 T. (null me-, ge)

40. (Space over to line up.)

41. TEMPORARY FILE EMPTY PRIOR TO EXECUTION OF PRESENT QUERY.

41T. TEMP. FILE EMPTY TO START.

42. DOCUMENTS RESULTING FROM THIS RETRIEVAL WILL HAVE TEMP, NO . STARTIl *,ITH

42r. TEMP. It). STARTS WITH

4j. SHOULD DOCUMENTS RETRIEVED PREVIOUSLY DURING THIS QUERY SEQUENCE BE "LUDED
FROM RE- RETRIEVAL?

43T. EXCLUDE PREVIOUS?

44. SHOULD PRINTING OF BIBLIOGRAPHIC DATA PREVIOUSLY PRINTED BE SUPPRESSED

44T. SUPPRESS PREV. PRINTED?

45, SPACES EXIST IN TEMPORARY FILE FOR NEW RETRIEVALS. MORE SPACE DEIRED?

4ST. ENTRIES OPEN. MORE'

46. TABLE OF DOCUMENTS RETRIEVED DURING THIS QUERY SEQUENCE IS FULL SPAC. 1 T i
MADE 3EFORE EXECUTING ANOTHER QUERY.

46T. TABLE FULL

4'. PRINT ONLY R,'NKIN(-. AND BIBLIOGRAPHIC DATA (NO ABSTRACTS ) FOR DOCUM4EN

RET!AIEViD DIIRING THIS QUERY SEQUENCE, EXCLUDING BIBLIOGRAPHIC DATA AU 1Y

PRINTED '

47 T. TTr.SP. DOCS. ONLY, SHORT FORIM7

48. i:S DOCUMENT EXCLUDED FROM RE- RETRWAL DUI G PRESEN " QUERY SEQUL

48"1' ON NO- NO lIST,

49. 6WBUOGRAPHIC DATA PRINTED BEFORE IN THIS QUERY SEQUENCE. PRINT AGAIN'

49T. PRINT BIBIOGRAPHIC ACAIN

so. PRINT ABSTRACT'

SI DO YOU WANT TO ERASE "hi PRESENT QUTRY AND DO DOCUMENT. DOCUWENT S1.

SIT. DOC. - VOC.

Figure IV-4. Mesages (Cont'd.)

IV-27



S2. NOW SPECIFY THE DOCUMENTS FOR CORRELATION.

52T. (null message).

53. DO YOU WANT TO SEE OR MODIFY THE WORDS FORMING THE QUERY?

53T. UERYWORD ACTION?

S4. THEPRESENT QUERY WORDS ARE:

S4T. PRESENT:

Es. DO YOU WANT TO ADD OR~ REPLICATE ANY WORDS?

SST. ADD WORDS?

561 ENTER WORDS:=

57. DO YOU WANT TO DELETE ANY WORDS?

S7T. DELETE?

S8. YOU CANNOT DELETE A WORD TFV.T IS NOT ALREADY IN THE QUERY-

58T. NOT IN QUERY:

59. DO YOU WANT TO BUILD ON THE PREVIOUS DOCUMENT- DOCUMENT SEARCH?

59T. CONTINUE PREV. ?

60. DO YOU WANT TO INSPECT OR DIRECTLY MODIFY THE QUERY CONCEPT VECTOR?

GOT. DIRECT CON. VECT. ACTION?

61. DO YOU WANT TO MODIFY THIS VECTOR"'

61 T. MODIFY?

6ZT ENTER CONCEPT. WEIGHT PAIR. (E G. 111203, .0. I2s").

64. INVALID CONCEPT NUMBER. DO YOU WANT TO TRY ANYd

64T, INVALIDL

6&~ DO YOU WANT A RETRIEVAL PERFORMED WITH TJE PREENT QUERY VECTOR?

Figure IV-4. Messageg (Cont'd.)
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65T. RETRIEVE?

66. A RETRIEVAL CANNOT BE PERFORMED BECAUSE YOUR PRESENT QUERY VECTOR IS NULL
DO YOU WANT TO START A NEW QUERY SEQUENCE?

66T. NULL VECTOR WANT NEW SEQUENCE?

67. READY TO PRINT DOCUMENTS OFF LINE.

67T. OFF LINE PRINT.

68. SPECIFY FIRST DOCUMENT OR DOCUMENT GROUP TO PRINT.

68T, (null message)

69. DO YOU WANT TO PERFORM MORE DOCUMENT-DOCUMENT SEARCHING?

69T. MORE DOC -DOC ?

70. DO YOU WANT TO ERASE COMPLETELY YOUR PRESENT QUERY AND ENTER NEW QUERY
WORDS?

70T. TOTALLY REPLACE PRESENT QUERY?

71. THE PRESFNT QUERY CONCEPT VECTOR IS:

71 T. PRESENT QUERY:

72. THE PAST QUERIES AND QUERY CONCEPT VECTORS HAVE BEEN CLEARED.

72T, CLEARED.

73. ILLEGAL SELECTION; REOURST IGNORED.

I

Figure IV-4. Messages(Concluded)
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S IV. 5. 3 Major Entry Points

The ini'lial entry point, and the entry points for the different

h1 options are loca~ed on flowchart sheets as indicatcd below:

Name Sheet

o.~iInitial 1

CHG. 13

EN 14

MD 6
OEL 13

RET 10

WRD 7

IV.5:.4 Arrays of Major Importance

The following arrays are referred to by name in the flowcharts.

Name Contents
NONO Accession numbers of

documents excluded from
future retrieval.

TEMP Temporary file: accession
number, temporary identifi-
cotion number, correlation
coefficient and rank when last
retrieved, print suppression

I flag and flag indicating if retrieved
on last executed retrieval.
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Name Content

PRESNT Words lur teries: tl-a words,
their stems end concept-weight
pair mappings.

QUERY The query concept vector.

IV. 5.5 Variables Global to DIALOGUE

The following variable names are consistently used for major

linkages in the dialogue processor.

Name Type Use

IX I Next available temporary identi-
fication number.

JX I Number of entries presently in

TEMP.

NEWQ L Mode setting precedes initial
query.

RFLG L Present query not initial.

DEFLG L DEL entered through RET.

* WFLG L MOD has altered PRESNT.

SEEFLG L SEE activated by MOD.

WRDFLG L WRD activated by MOD.

DOCA'C L L.&4t retrieval in present sequence
used docuinent-document corre-
lation.

TERSE L Terse dialogue: Mode I selected.

SKIPI L Skip initial query: Mode 2 selected.

PRINTO L QUERY available immediately
before retrieval: Mode 3 selected.

PRINTR L TEMP available immediately after
retrieval: Mode 4 selected.

OPTION L. HELP prints all options: Mode 5
selected.
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IV. 5.6 Detailed Flowcharts for the Dialogue Processor

Figure IV-5 is the detailed flowchart for the dialogue processor.

IV. 6 Three Subroutines - Detailed Description

This section gives a more detailed description of the subroutines

OUT, YESNO and NUMBER than is presented in Section IV. 5. 1, where

they are first introduced.

IV. 6.l OUT13)

A table of numbered messages exists, some of the messages

being available in both "normal" and "terse" forms. A mode flag selects

the form of a message to be printed.

A call to OUT(J) causes the normal form of message number J
to be printed at the remote Teletype if the terse flag Is off; the terse

form is used if the flag is on. Labelled common is used by mode flag

storage. If there Is no message J, then an error message containing

J for identification of the erroneous call is printed. This would result

from a programming error.

See Section VII. 5.3 for a flowchart of OUT.

i iV. 6. 2 YESNO (I)}

Many system- generated queries must be answered either

"yes" or "no"; this subroutine reads a string from the remote terminal

and sets its arguments to one if "yes" was read or zero if "no" was

read. The sophisticated user is allowed the word "options". which

sets the argument to minus one; *ny other response causes the system

to ask the user to 'ANSWER "YES" OR "NO". and repeats the query.
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In many applications it will be useful to code such a routine as
an arithmetic function, so that the statement

IF (YESNO (1)) 1,2, 3

branches to 1 for "options", to 2 for "no" and to 3 for "yes". Figure IV-6

shows the flowchart.

IV. 6. 3 NUMBER (Fl,ARG)

At several points in the dialogue, the user identifies specific

documents. If these documents have been retrieved during the present

query sequence, they have temporary identification numbers. Any

document has, of course, its permanent accession number.

The user specifies documents in the following ways to
NUMBER:

- A ingl topozay idntiicaton aurner (. g , "3")
- A rangleo temporary identification numbers e. g. 1)

"A rang 3"); oay dniiato ubrs(.g

- A single accession number preceded by the l-tter
"A"l (e. g., * A098711");

- The word "A LL" for all documents retrieved during
the present query sequence and not subsequently
deleted.

Fl am" be set equal to sero prior to the first call on the

NUMBER; it io an Integer. When called, NUMBER returns with TI
set to indicate status as follows:

Fl 0. The user has indicated that he wishes to specify
no further documents at this time. The contents
of ARO are meaningless.
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-A

F = -1. The accession number of a single specified
document is contained in ARG. The user may wish
to specify more documents, so the calling program
should return to NUMBER after processing the
document specified in ARG.

Fl > 0. The user has specified a sequence of documents.
The accession number of one of the documents
is contained inARG, andFl = 1,2, ... asARC
specifies the first, second, ... document in the
sequence. The calling program should continue
to return to NUMBER if additional documents in
the sequence are required. NUMBER will return
with Fl = 0 if the sequence is exhuasted. If the
calling program is to termitate the sequence
early, it can do so providing that the next call
(for a new document or.document sequence)
specifies Fl = 0. This is generally good practice,
since it allows different sections of the dialogue
program to use differing and local names for the
first argument of NUMBER.

The reason for giving the location of a retrieved document in a

sequence (Fl > 0) is to avoid setting up counters in the calling program.

For instance, when the bibliographic data of documents kre beWag printed.

it is desirable to stop and ask the user if any more documsnts ae required

after every fifth document. The statement IF (Fl S*(FI /5). EQ. 0) GO

TO 100 tests this.

Figure IV-7 is the flowchart for NUMBER.
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SECTION V

STRUCTURE OF THE ON-LINE SYSTEM

This Chapter describes the overall structure of the on-line

system. Implementation details are not included; they are covered in

Chapter VI. Also excluded are the data preparation programs, which are

discussed in Chapter VII.

V.1 - Overall Structure

Figure V-I shows the overall structure of the on-line system.

Files are represented by symbols with rounded sides; rectangles represent

programs. An arrow from A to B indicates that A calls B, if A aud B

are p-ograms. If Bis a file and A is a program, the arrow indicates

that A writes on B; if A is a file and B is a program, then B reads from

A.

The dialogue program keeps track of the status of the present

query sequence by maintaining the query sequence status file. Because

this file contains the information needed to direct the operation of the

other programs in the on-line system, the dialogue program performs

the executive function, and is resident in core at all tiraes while the

on-line system is in operation. For this reason, the core requirements

of the dialogue program must be minimised; therefore, the only file that

DIALOGUE will keep in core is the query sequence status file, which

will contain the current query words, stems, concept numbers, weights,

and various flags that specify the status of the query.

The four program modules that are loaded into core by the

dialogue program are shown in Figure V-1 as the four blocks immediately

below the dialogue program. Each of the program modules will be loaded

with the subprograms that it calls. With one exceptift CHOOSE. only

one of the four program modules will be resident in core at once.
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v. 2 Files

The entities shown as files are not necessarily distinct fill.s

that will be stored on auxiliary storage devices; rather, every sizable

data structure is identified here as a file so that an explicit decision

concerning its residence can be made.

The four files shown on the left margin of Figure V-i are

arranged hierarchically in order of increasing minimum access time
requirements. Exactly 'which fi1. is resident of what type of auxiliary

storage device is a decision to be based upon both the amount of auxiliary

storage available and response tune requirements. For the system to

interact conversationally with the user. at least the cluster centroids

and concept vectors must be stored on a high-speed direct-access storage

device. The document file can be allocated to tape or disk storage. The

programs that access the data base will be designed in a modular fashionw

to minimize the problems associated with reallocating the files among

various storage media. However, there are fundamental programiag

differences between direct-access and sequential-occess file manip6lAtiOn,
so a certain amount of reprogramming will be required to reallocate- pats

of the dita base.

The remaining four files. namely QUM.UY SEQUENCK STATIS1,

COMMON WORDS, CONCEPT DICTIONARY, and. MESSAGVS,, are each-
accessed by only one program moduls. a"S at* small enough ha t

can easily be accommnodate in core along with tbeir -u#14 program
modules. Therefore, these four files will be stored. within their program

modules, and will not appear as distinct-GECOS III files in the On-Use.

Retrieval System.

The file structure has been designed to accommodate the wide"t
possible vertatiou In data base characteristics. The main cotributor
to this flexiblljty iU the use Of vsriable-leagth records L- evart y Mo. This
not oly remove athe need for scam rbitrary limit ca the efisc of eah
type record;. it also greatly increses die, 6ticleacy Vith which the avof~ubi
disk storage space ts used, because evry record ilocuyol teaw
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of space it requires*. The additional programming complexity introduced

by the use of variable-length records will be well compensated.*

The on-line files that will be accessed by program module

FETCH are:

1) documents

2) bibliographic data

3) concept vectors

4) centroids

Before the on-line system can be used, these data must be loaded into

four distinct GECOS Mn permanent file* by SHOVEL, described

in Chapter VI. Four separate files are used in order to permit all the

records that are associated with a given document in the data base to

be obtained by using only the accession number of the generating document.

Because of this. no weparate directory will be necessary, and croaes-

referencing from a concept vector to a bibliographic record to the document

- itself can be performed. without taterrmediate accesses to a directory.

- Fgure V-2 Iflustruts the organization of the on-lin, files.
Whe* solid akrrows reporese~nt am Hol*±t "pointtng" zelationship; the dashed

arrWS -erso nIpii "pointing" relatiounship, that arises bcus

thei goaftpt vector, bibliographic and document files are all ordered by
acesion mimbetC, Thus, tAe arrows indicat all the possible methods
of cross-referncg the various files.

So that the ile am be organised officieftly by iccession
-amber. it Is required that the a.esion anbers be a. compact
#0t 01 positive Integers starting at 1,* If the datat be is supplied

Of cos** if the data bae ai recelived cogsists of fixed-length records.
use of the vartabl.4e"*t feature will be superfuos; however, it will
iaevetheless be facwrpratod ijito the eystem regardless of-the daUa base

cl~aactriecsin order to make tho file structare wA oxible as
possible.
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without these integral accession numbers, it is a simple matter to number

all the documents.

The use of a distinct file for each class of data also permits

the selective loading of the various files. The On-Line System might

be used for experi ments that would not access all of the files. In this

case, the selective loading of the on-line files, by reducing disk usage,

will increase operational economy beyond that which might otherwise be

associated with experimentation with the full On-Line System. Any file

can be loaded with its normal contents, or it can contain only a sentinel

record that indicates that the file has not been loaded. Thus, if the user

requests access to a file that has not been loaded, DIALOGUE can

inform him that a file necessary for the operation he has requested has

not been loaded. This is much more desirable than letting GECOS IMI abort

the on-line system because of an illegal I/O request.

V. 2. 1 Documents

The document file will be stored one document per variable

length record, ordered by accession number. This file will contain only

the documents, and not bibliographic data, author, or citations.

V. Z. a Bibliosaphic. Data

The bibliographic data hie will contain one variable length

record for each document in the document file, ordered in the same

way as the documnt file. Each record will contain author and title

information for one document.

V.2.3 Documnt Ccey Vectors

The concept vector file wilt contain one concept vector per

yauiablenlegth record, ordered by document accession number. Included

in each record will also be a pointer to the next concept vector in each
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cluster to which the vector belongs. Each pointer consists of a cluster
number and a document accession number. The cluster number identifies

the cluster, and the accession number points to the next document in that

zero accession number.

In Figure V-Z, the three concept vectors shown are all members

of the jth cluster. The cluster number is part of the pointer because the

cluster-concept vector occupancy matrix is expected to be sparsely

occupied. Organizing the centroid file so that each concept vector

points directly to the centroids of all its clusters provides the additmIoal

useful ability to obtain directly the centroid of all the clusters to which

a given document belongs, given only the document'sa accession number.

Obtaining centroids in this way wrill. speed up document- document coneo-
lation.

*V. 2.4 Centroids

When the documents, are clustered, one centroid will be

generated for each cluster. All the centroide, so generated will be

stored in the centroid file, ordeyed by cluster nber. Each centroid

record will contain one cluster centroid and the accession. number of

the first concept vector in the cluster.

Although the centroid file is not required for the operation
of the on-line system using tOn initial clustering t chnitque (seSection
Wn. 4), its inclusion in the system design Eerats the sy.;tem toUb
operated using other clustering techniques.

V.) 3 Program Modules,

This Section introdtwee each program naoduile with a brief
description ofits. function. The details of ti~enuatatou are coveted In
Sction VIU.
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V. 3.1 DIALOGUE

DIALOGUE is described in Chapter IV, and therefore is

omitted from this discussion. All other modules operate under the control

of DIALOGUE.

V. 3.2 FETCH

Program module FETCH performs all arcesses to the on-line

data base. Given a record number and a file designation, FETCH

returns the record and size of the record. FETCH obtains

only one record at a time; to obtain all the records in a file, FETCH

must be called repeatedly.

FETCH will be loaded by itself or together with CHOOSE.

FETCH will be loaded by itself when a file access 13 being performed that

does not require selection of concept vectors based on their correlation

with some query vector, such as when scanming of the bibliographic data

or document file is taking place.

V,3.3 CHOOSE

Program module CHOOSE, given a query vector by DIALOGUE

returns to DIALOGUE the accession numbers of the documents whose

concept vectors have the highest correlation coefficients with the query

vector. To do this, CHOOPM ca1'as FETCH to obtain the centroids of all

olustors, and then ceaIs CORRELATE to determine which clusters to

scAn. Wheta this is complete, FETCH i called to obtain the selected

clusters, and the concept vectors in these clusters are similarly

processed by CORRELATE. CHOOSE then returns to DIALOGUE the

accession numbers of the documents whose concept vectors correlate

most highly with the query.

V -8
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V. 3.4 BUILD

Program module BUILD operates on a list of words and produces

a concept vector. It does this by first performing stem analysis by

calling STEMS, then mapping the stems into concepts by calling CONCEPTS.

Program STEMS includes within it the list of common words and t. list

of stemN to be removed: program CONCEPTS includes within it the

dictionary of content stemrn and the concept numbers and weights into

which each is mapped.

Eacb word in a query can fall into one of three categories.

It may be a common word that is deleted hy STEMS, a word that generates

a noncontent stem and, therefore, is not mapped into a concept, or a

word that generates a content stem and therefore is mapped into one or

more concepts. BUILD will recognize and differentiate between these

three cases, and rer..rt this information to DIALOGUE along with

the generated concept vector and stems.

BUILD will be called to process a qaery before calling
CHOOSE. When document-document correlation is being performed,

BUILD will not be used, since the query vector in that case will be

obtained by using FETCH to access the concept vector file.

V. 3.5 CHAT

Program module CHAT communicates with the user. Standard

On-Lim System messages are sent to the user by calling SELECT. Given

a message number, SELECT accesses the tle of messages, selects

one, and calls BELCH to transmit the message. BELCH transmits one

line to tho remote terminal; GULP reads a line from the terminal.

When documents are being printed at the remote terminal,

SELECT will not be used. DIALOGUE will obtain the duta to be sent by

calling FETCH, and then call BELCH to transmit. Data obtained from

Vj-9



other program modules, such as BUILD, will also be transmitted without

a cal; to SELECT.

V. 4

Figure V-? illustrates the roles played by the various

prograen modules by showing the sequence of events that might take place

during the processing of a query. This example shows only the gross

features of que2y processing and docurment-document correlation; a

sophisticated user would cause a much more complex process to take

place.

During operation of the system, DIALOGUE performs a

function in addition to those shown en:plicitly in the flowchart; it directs the

loading of the other prc am modules.

The user begins the sequence by entering a query, which is

read by CHAT. BUILD is then loaded, and performs stem and concept

analysis, producing a concept vector if the query contains any words

that generate content stems. DIALOGUE stores this concept vector as

the query vector, and loads CHOOSE and FETCH together. By calling

FETCH and CORRELATE, CHOOSE determines the accession numbers

of the docunents whose concept vectors correlate most highly with the

query vector. This list is passed to DIALOGUE.

When DIALOGUE has received the query results, it loads

CHAT to transmit the results to the user. At this point, the user might

olect to enter a new query, In which case DIALOGUE clears QURY

SEQUENCE STATUS, or he might elect document-document correlation.

He also haa several other options, which are not sihown in this exxnple.

Document-document correlation is performed by using FETCH

to obtain the concept vectors thaut are to be used as q-uery vectors, and

then calling CHOOSE in the same fashion as when processing a user-

generated plain text query.
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SECTION VI

DATA PREPARATION PROGRAA6S - IMPLEMENTATION DETAILS

This Chapter describes the implementation of the programs

which load the on-line files and prepare the data for loading the files.

The rationale for each of these programs is given in Section Im; this

Chapter is concerned only with the details of implementation. The

discussion is divided into three sections: concordance and micro-

concordance preparation, dictionary and concept vector generation,

and loading the on-line files.

VI. I Concordance Preparation

Figure I-i illustrates the concordance preparation process.

This discussion treats the three operations that are shown as rectangles

in Figure In-I: microconcordance preparation, sort and merge.

VI. 1. 1 Microconcordance Preparation and Stem Analysis

This discussion first considers the contents of the micro-

concordance tape, and then its production. Figure VI-4 is a Backus

Normal Form (BNF) specification of the content of the microconcordance

tape; Figures VI-Z, VI-3, and VI-4 illustrate the BNF specification with

diagrams.

The various physical record types that make up the micro-

concordance tape are diagrammed in Figure VI-2. A stem occurrence

count leader is a stem, represented in two words as twelve characters,

followed by a document-count pair, which gives the number of times the

stem occurs in the specified document. A document length record indicates.

the number of stems counted in the document whose number is specified

by twelve characters. The sentinel record is used in this case to indicate the

VI-i
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end of tape. The sentinel record is composed of twelve Z characters

followed by a word containing a large n~umber.

A microconcordance is a conacordance, of one document;

a microconcordance can be constructed in core, -in contrast to the entire

concordance, whose production must ure, a tape sort. Each microcon-

cordac. is constructed after reading one document; it includes an

occurrence count for each stem in the document and the total number of

stem* in the document. A single inicroconcordance is diagrammed in

Figure VI-3. The tape of microconcordances, diagiarnmed in Figure

VI-4, contains a microconcordance of each document, 'followed by one

sentinel record.

Figure VI-5 is a macro flowchart of the microconcordance.
generation process. A document is read and Aalyzed one word at

time. Subprogram GRA Bf obtains oneird of text;atriceetn h

document length count, each obtainee word-is comnpared to a list of commnon
words.' containing articles, conjunctions, and prepositions (see Figure

VI- 10); if the stem is one of these. words, it io d ropped and another word

fromi the document is GRABbed. If the word is not a cornzn~on word, routine

STEM is called ts, obtain the stem of the word. The stem~r is compared

to the list of stem@. If the stem has olrea-dy been found in this document.

its occurrence ~oun~t is Incremented,. if the stem has not yet been

oveountered in this document, it is added to the list. A*%other word

in the document is then GRAtbed. This process continues, unti all the

words in the document hav'"one GIRABba: at this ilrne, the list of stem*
ad their fropacinoes are Written; on t.ape as sttAn ocaurrences count leaders,

and the document length tount its writton at a document length re4~rd.

A raicrocontordac La generated for each docurnont in the

dat base# Wben the s.Ata base is txhausted, a sentinel record is written
an the microconeordance tape. stattitics sumrmarizing the run are printed,

"ad processing Is. terninated. I
VI-4
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Figure VI-6 is a flowchart of the operation of subprogram

GRAB. GRAB will have two input parameters, DOCLENGTH and DOC.

DOCLENGTH is an integer variable that specifies the number of characters

In array DOC, which contains the document being processed. GRA B will

return the output parameters LENGTH, an integer variable 3pecifying

the number of characters in the detected word, and WORD, an array of

characters containing the word.

The operation of GRA B is very straightforward. It simply

looks for and returns as word strings successive alphabetic characters.

So that contractions will not be treated as two words, the apostrophe

will be included in the list of alphabetic characters.

Figure V1-7 is a flowchart of the operation of subprogram

STEM. STEM wiil 'iave one pair of paramzet ers, WORD and LENGTH,

that will serve as input and output parameters. When STEM is called,

WOR~D, an array of characters, willcoutain the word to be stem-

analysed in its first LENGTH positions. STEM v ill return the stem of

the word in array WORD, decreasing LENGTH Ps necessary.

The list of suffixes that will be removed is sh~wn in Figure
V149. Because of th~e two-pass algorithm that will be used, for stemn

anlysis, no swftizes. louger than four letters need to be considered.

Compound suffxes will be removed as two separate steps-, for example.

nurmently"! will be shortened on the first pass to "permanenti, and

on the second pass to 'perman". Thus. 'permanently' will be mapped
into the same Abom as 'petmumence"

Vt. s ort

The microcoineordance tap* contain occurrence -weight pairs

for all vmrds occurrig in the data base. ordered by document number
of each occur'rence. The document length& are twerspersed with occurrence
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records. For the processing steps that follow, it is necessary to have

a concordance ordered first by stem and second by document. It is also

desired that the document lengths all be located together at the beginning

of the tape, ordered by document number. Obviously, then, the tape

of microconcordanceo must be sorted.

The sort will be performed by using the GE 625/635 Sort/

Merge Program. The records will be sorted in ascending order.; the

key will be the first two words of each record. A glance at Figure VI-2

will reveal that the document length records will all sort together at the

beginning of the tape; these will be followed by the stem occurrence count

leaders, ordered by stem; the sentinel will sort to the end of the tape.

The 625/635 Sort/Merge Program includes an option that will

reduce the time required to perform the sort. It is possible to choose

what action the sort program will perform when it encounters input records

with identical keys. This option will be used to keep the records of equal

key in the order in which they occurred in the original file; its use will

eliminate the need for specifying a secondary key. The document lengths

will appear sorted by document, because they are ordered by document

number in the microconcordance tape; similarly, the stem occurrence

count leaders will appear sorted first by stem, and second by document

number, because they too are ordered by document number in the micro-

concordance tape. The use of the ELECT feature in this way permits the

size of the key field to be reduced by 1/3, which will greatly reduce the CPU

time required to perform a sort.

VI. 1. 3 Merge

The merge program is the final step in the production of the

concordance. The output tape produced by the sort contains a stem

occurrence leader for each stem occurrence in each document. The merge

program cembines these producing for each stem one tome occurrence

count leader followed by a sentinel. Fi ure VI-l 0 is a BNF specification

VI-14
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about does indeed or
above doing inner other
across done in others
after do insofar otherwise
against down instead ought
all during into our
almost each inward ourselves
alone either I ours
along else is outside
also elsewhere it over
although enough itself own
always etc its per
among even just please
am ever keep plus
and everyone kept quite
another every least rather
an everything less really
anybody everywhere lest right
anyone except many self
any few may selves
anything for me several
anywhere forth might shall
apart from mine she
are furthermore moreover should
around get more since
a gets most six
aside got much somebody
as had must some
at hardly my something
away has myself sometimes
awfully have neither somewhat
because having nevertheless so
been hence next still
before hereit nobody such
behind here none ten
being her nor than
below herself no that
be he nothing their
between him not theirs
beyond himself nowhere them
both his of themselves
but hither oh thence
by howbeit one then
cannot however ones thereby
can how only therefore
could if on there
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Figure VI-9. Common Words
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these yet
they your
this yourself
those yourselves
though yours
throughout you
thus
together
too
to
toward
two
underneath
under
unless
until
unto
upon

upward

was
well
were
we
whatever
what
whence
whenever
whenwher
whereve
whether
which
while
whom
who
whose
why
will
within
without
with
would
yes

Figure YI-9. Common Words (Concluded)
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of the concordance tape; Figures VI-II, VI-I2, and VI-13 illustrate the

specification with diagrams.

Figure VI-II shows the various physical record types that

make up the concordance. Note that these are the same record types

in the microconcordance tape, with the addition of the stem occurrence

count trailer. This record contains three document number-stem

occurrence count pairs, enabling it to convey the information carried

by three stem occurrence count leaders. Figure VI-I 2 is a diagram

of the concordance information produced by the merge program for one

stem; Figure VI-13 shows how single-stem concordances are combined

to form the concordance tape.

Figure VI-14 is a flowchart of the merge procees. Inspection

of the flowchart will reveal that the program simply combines stem

occurrence count leaders with identical stems into the single-stem

concordances shown in Figure VI-12. It is expected that the merge

process will reduce the size of the concordance by at least 40%.

VI. 2 Concept Identification

Concepts will be identified by a two-step process: statistical

filtering to remove noncontent stems, and occurrence correlation to,

identify words of similar occurrence patterns.

The input to the concept identification process will be the
weighted concordance of stems and the output will be the content stem-

concept dictionary.

VI. 2. 1 Statistical Filter

As discussed in Section Il. 2. 1. 1, Dennis' measure, called V

for convenience in thi- discussion, is to be used in the selection of coWeat

stems for the on-line retrieval system.
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For the present purposes, it is convenient to use a different

form from that of Dennis. The computed values are, however, the same

as hers.

Let D be the number of documents in the collection, and Ld
be the number of stems in document d (that is, the length of document

d). The number of occurrences of stem c in document d is f d' andC, d
its normalized form is gd = (c, d/Ld" The normalized frequency of

occurrences over the collection is:

D

/ D.9c gc, d
d=l

The number of raw occurrences of stem c in the collection is a where

D .

a =\ fc, Ic Lcd"

d=l1

D I
Letting sc (g, 9c z

ct d d / (D-l), then Dennis' measuie is

d=l 1

given by NOCC/EK = aY s c , and is equal to the present V .

In order that Vc can be computed in one pass through the vector

[fC, 1 fc, 2 .. f c,D some algebraic manipulations are necessary.

First, let

D 2 D

Of d and = c,d Thus, in= I Ld  d= Ld

one pass through the vector, tc , PC and a may be computed. Substitutingc C

2 2for s and i in V yields
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D

-2

I (gc ic

d=l

C (D -1 7

From the definitions, C and so
D

Cr c  d - 2 Ld --D

C

(D - I) ( /D) 2

D
Ld  =aOct and is not a function of d. Therefore,

d=1

C

Vc =--T 0cy D2c Z  - -CD

2c

As D >1,D (D-1) c D. Thus

j Da2
V~ C C - D

'I C

V =aa D -a,C C C

V C r (at C D/Pc - 1).

In computation, recall that the concordance tape contains

a table of values of Ld. This is kept in core as each vector of f values is

read in. Then only one pass through the values can result in calculation

ac , ,tc , and Pco as shown in the flowchart.

VI-25



READ DOCU.
NT L34CTH

ATA AND
STORE IN
CORE

NUMBER OF
DOCUMWNS

READ RAW -

CONCORD

WTAPE OFD CONFN

END COCONCO CDN)

i ~~N F i g u r e V i - i S UT Af ; ( N C / K ) t o G ~ r t . W i h

0 - 0 VV>ILim6



Thus, Vc may be computed for each stem in a single pass through

the raw concordance. This is evident when one inspects the flowchart of

Figure VI-IS.

Following the generation of a V for each stem, noncontent

stems can be removed. Stem c is considered a content stem if V

exceeds some limit. That limit must be established, and it is also necessary

that the working of the algorithm be verified. Indeed, the number 5000

is not sacred and should be justified.

The best tool for this is a table of tripiets consisting of the

raw stem c, the rank of Vc and the value of V . This table may be

generated relatively simply by modifying the statistical filter package

to write on tape for ever stem the alphabeti c stem itself and the associated

Vc . Standard sort routines are used to sort this tape on Vc , and the

tape is then put through a short listing program that adds the rank numbers

(I for the first entry on the sorted tape, etc. ). Figuring four triplets per

line, the data for 200 items can be printed on one page. In the event that

the number of pages becomes unwieldy, it is remembered that a printing

abort would cut off those stems with a very low V c: misspellings,

infrequently used proper names and the like.

This printout will have three uses: determination of the cutoff

value for Vc , determination of the ntumber of content stems, and debugging

the statistical filter routines.

VI. 2. 2 Dimension Reduction and Stem Removal

Figure VI-16 shows the flowchart for this process. The arrays D

and W hold document numbers and weights, while the length of the reduced

. vector is Lmax .
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VI. 2. 3 Occurrence Correlation and Dictionary Generation

As described in Section MI. 2.1. 3. occurrence correlation

is performed in two phases. Phase I identifies certain stems as

concept centers; Phase H uses the results of Phase I and the concordance

to form the stem-concept dictionary.

VI. 2.3.1 Statistical Processing Phase I. Figure VI-1 7 shows this

program, which in turn calls on the Correlation Table Subroutine TGEN.

When TGEN is initially called, cma is set equal to two. If additional

triplets are required, c is used to specify a cutoff in order to

eliminate triplets already generated. Since cosines do not exceed unity,

the initial value of two assures that the first call will locate the largest

cosines.

LF is an output parameter of the subroutine, the number of

triplets in the table. As the table of triplets is processed, a table of

distinct stems (DS) is built. These are candidates for key "tcms, and

during processing of the triplet table stems may be added to or deleted

frcn he distinct stem table. The number of distinct stems in the distinct

stem toble at any time In S; the last position occupied in the table is indexed

by PTL. When an entry is excluded from the table, its vector in core

is flagged, in order that additionai calls to TGEN do not waste time corre-

lating a stem which cannot be a key stem.

Consider two stems, X and Y, that correlate strongly. During

processing of the triplet table to build the distinct stem table:

if X and Y are both in DS, delete Y, flag Y's vector;

if neither X nor Y are in DS, add X, flag Yts vector;

if one is present and one is not, do nothing.

Recall that the triplets are considered in order of decreasing

cosine. Therefore, the most strongly cltered cases are treated first.

Processing is suspended when S is found to lie in the optimum range.
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Figure VI-l 7. Statistical Processing Phase I (Concluded)
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Figure VI-l 8 shows subroutine TGEN, which builds the

triplet tables. The parameters Cma and LF have been discussed above,

as has been the flagging of vectors for atems eliminated from conideration.

VI. 2. 3. 2 Statistical Processing Phase I. This program, illustrated

in Figure VI-19, reads key (or concept) stem numbers produced in Phase I
and reduced vectors in order to store the vectors for the 1500 key

stems in core. The key stems are assigned numeric designations-- the

concept numbers. Thi, a'"' c,:ntent stems (alphanumeric) and their reduced

vectors are read, one at a time. They are correlated with the key stem
vectors, and the dictionary entries are generated. Dictionary entries

consist of a fixed number of concept number-concept weight pairs for

each stem. The number of pairs is called M in Figure VI-1 9; for each
pair j the concept number is stored in K. and the weight in W.. Before aJ 3
dictionary entry is written, its elements are sorted on the concept

numbers, so that the smallest numher appears first.

VI. 2. 3. 3 Aids for Debugging and Performance Evaluation. Several aids
are needed in order to get the programs running and to determin. what

they can do. These -re essentially "test points" or "peep holes'.

VI. 2. 3. 3. 1 Contnt-Stem. Sequence Number List. This information can

be obtained from tape y, and simply gives a pair for -ach content stern-

(stem sequence number, alphabetic stem). Because the stem sequence

numbers are essigned in lexicographic order of the stems. the inverse

of the list is not required.

A very short and simple program will read the tape and f
format and print one page at 41 time. A page can contain 300 pairs. so the j
entire vocabulary can be contained on 17 pages. A page consists of six
columns of pairs, twenty characters per pair and fifty pairs per column.

The ordering scheme is arranged as shown below for convenience:
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